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INTRODUCTION

Thepattern of contingent eventswhichledtothewriting of thisbook began
when | picked Mitchell Waldrop’s Complexity (1992) off the popular
science shelvesin alarge Newcastle bookshop. I’ ve always read popul ar
science since | was a sixth former, and New Scientist remains my Friday
teatime indulgence read, so | had had some hints about the ideas Waldrop
wasdealing withinhisaccount of thework of the members of the SantaFe
Ingtitute and others who had gone beyond chaos theory, but it was the
subtitle of the book which caught my imagination — complexity was
defined as the domain between linearly determined order and
indeterminate chaos. That rang so many bells and seemed to offer a
solution to so many problems. After all itisacommonplaceto say that the
socia world hasbeentricky territory for scientific investigation, precisely
because it is complex, whereas the methods and forms of understanding
generally employedin‘science’ are absolutely dependent on thingsbeing
sorted out in simple terms. What this new field of ‘complexity theory’
seemed to be doing was to take the idea of complexity seriously and say
something about what complexity isand how it might beinvestigated. That
got me started.

Over the years I’ ve taught research methods, statistics, urban theory
and the sociology of health and medicine to both undergraduate and
postgraduate students. At thesametimel’ veworked asasocial researcher
on issues of social division and socia exclusion in relation to urban,
educational and health policies. The same questions have kept recurring.
The most basic of these has been: in what way can the things you are
dealing with be understood? Like many people with agenerally Marxist
viewpoint and an interest in the quantitative investigation of the social
world, | wasgrestly relieved by theformal emergence of scientificrealism
(see Bhaskar 1986; Sayer 1992) as a metatheoretical account which was
neither phenomenological nor positivist and reductionist. To a
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INTRODUCTION

considerable extent realism’s own foundations were in empirically based
accounts of scientific practice, and one of its substantial attractions to
researchers was that it enabled so many of usto realise that we had been
realistsin our practiceall along. The name made the thing respectabl e.

Yet there were some remarkable absences in realist thinking. Realist
work on urban and regional issues, for instance (seefor exampleBagguley
et al. 1990), whilst accepting the general realist account of complex and
contingent causation, made no attempt to use quantitative models of such
processes. Data served, usefully, as description of trends, but therewasno
substantive quantitative programmein realist social scienceintheseareas.
Only Catherine Marsh’'s The Survey Method (1982) seemed to take up
realist ideas in relation to the actual analytical strategies which were
appropriate for the handling of quantitative accounts of complex and
contingent causal processesin the social world. When researchersdid get
guantitative they often employed factor analysis of al things without
regard either for that procedure’simplicit causal model or itsoriginsinthe
eugenic programme. I n the mid-1980s, stimulated by Marsh’sapproach, |
had attempted an explicitly realist analysis of survey data (Byrne et al.
1985). The substantive research attracted considerable interest but the
methodological programme was ignored. | have to say that | left it there,
assuming more or less that the points made were so obviousthat they had
beentaken for granted. | think | waswrong.

The best way to show why | have found thisaproblemishby reference
to the important statistical concept of interaction. Interaction is what
happens in applications of the general linear model when the effects of
multiple variables are not additive. In the simplest three variabl e case, the
relationship between two variablesis modified by the value of athird. As
Marshputit,interactionsare* somethingthat isaheadachefromatechnical
point of view but most exciting from the standpoint of substantive
sociology’ (1982: 91-2).

In genera, in building causal models either interaction terms are
inserted into linear equations, or separate models are drawn up for each of
thevaluesof thevariablethat iscausing theinteraction. Essentially theuse
of interaction termsisakind of grudging recognition paid by statisticians
to the actual complexity of the world with which they are dedling. Itisa
recognition generally required in work using survey data where
measurementsaretaken on an extensiverange of variablesasthey co-vary
inthe real world, as opposed to in experiments where simple abstractions
fromtheworld serve asthe basisfor the production of ‘laws’. Well, inthe
sort of work | wasdoing and am still doing, you can’t movefor interactions
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but the general practice has been (intherelatively few instancesin which
the analysis of survey data gets this sophisticated) to write interaction
terms into the general linear model and ignore the complexity that they
indicate. This always made me worry. Linearity and order seemed to be
being forced on a world which isn’t realy like that, but | didn't have a
vocabulary for doing more than worry.

There were flashes of light on the way to the sunrise of complexity
theory. A lot of my own research has always been as much historical as
guantitative, and in that it has used historical data, it has frequently been
both. Through my popular science reading | became acquainted with the
work of Stephen Jay Gould and wasenormously excited by Wonderful Life
(1991) and itsaccount of the contingency of the evolutionary processasa
model for the general process of historical change. However, there were
problemswith accepting Gould’scommitment to complete contingency in
that account. This approach explicitly abandoned any notion of science as
providing a basis for prediction. The abandonment of law specified
completedetermination | could livewith, but the abandonment of any way
of viewing the future, even in terms of distinctive possibilities, was too
much.

Another important strand came from working asateacher ontopicsin
the sociology of health and medicine. One of the key themes in the
historical account of the devel opment of the ‘ biomedical model’ was that
medicine, which isconsiderably older asan organised intellectual activity
than post-Newtonian science, had, at least formally if not necessarily in
clinical practice, abandoned its old holistic approach and made a
commitment to the reductionist biomechanical, ‘scientific’ programme.
Whilst this had led to very considerable gains in curative power in the
individual case, itsoverall impact on human mortality had beentrivial (see
McKeown 1979). In fact the most substantive contribution of medical
‘science’ totheimprovement of the health of human popul ationshad been
through a public health programme based on a complex (and originally
wrong in detail but right in effect!) understanding of the ecological
relationships among people, disease and ways of living (see McNeill
1979).

So, akey wordinthecritical responseto thereductionist programmeis
holism —in summary theview that the whole is greater than the sum of its
parts. In discussions of the philosophy of social science, theterm ‘holism’
is not generally used. It is more usual to write of ‘emergent properties'.
Whatever theexpression, thiscontradictsDirac’sclaim, madewhenhehad
developed aquantum model of the el ectron, that by so doing he had solved
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inprincipleall problemsin chemistry, which claim hasbeen generalised to
the assertion that thisreductionist programmecould, in principle, solveall
problems in biochemistry, and hencein biology, and hence in health and
illness. Onthecontrary, illnesses of themind in particular but by no means
exclusively (theword ‘' stress’ isthe general connector of the social andthe
physical here) can only be understood in a non-reductionist way which
rejectsthetheory of levels, the proposition that the simpler can explainthe
more complex but not vice versa. Contemporary theories of the genesis of
schizophrenia, an illness so reactive that it has no natural history (Wing
1978), assert a complex causation in which there are certainly genetic
liahilities but in which those liabilities are only expressed under specific
stress conditions. Such aetiological explanationsinvolve complex causes
and emergent properties.

Moreover, for many ‘health problems’, notably but by no means
exclusively in relation to mental health and illness, this reductionist
programme seemed to havelimited effect. Eveninitscorelocale, i.e.inthe
development of magic bullets which killed infectious diseases without
killing the patient, the emergence of AIDS showed the limits of the
reductionist monocausal approach. That word ‘limits’ will be very
important in this book — particularly in the conclusion when an effort will
bemadetoindicatepossibledirectionsfor futurework. Theextent towhich
thisrel ati onshi p betweenthe social and natural worldsmatters, and thelink
in terms of resource limits in general and of the limitations of
biomechani cal medicinein particular, areboth clearly assertedin Benton's
interesting think piece of 1991. Ecology keeps coming into the debate.

The final element in my concerns in this period derived from my
studies of urban changes consequent on the deindustrialisation of
industrial cities. The key word here is polarisation — there is a general
account of citieswhich emphasi sesthe extent to which citieshave become
systems in which there are two very different sorts of social spaces and
quite distinctive ways of living available to those who live in those
different spaces. Polarisationisnot just adescription of statebut isalso an
account of the processes by which a state of acute socia division has
emerged. Cities which — whilst never equal — were nonetheless, in the
Fordist era of the post-war years, unequal in a gradual and graded way,
seem to have become divided into spaces occupied by people whoselives
andlifechancesareradically different (seeByrne 1997a, and subsequently
in thisbook for amore devel oped account). This has occurred when there
have been extremely important changes in the organisation of systems of
production and of the work relations which depend on those systems of
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production. Changes in key determinant variables have generated social
changeswhich take the form of bifurcation —akey word which describes
in an exact way the process of polari-sation.

What the above amountsto is a shopping list. | was|ooking for some
sort of general account which combined non-linear relations, multipleand
contingent causation, non-linear but not unbounded determination and
emergent properties/holism. | needed a new vocabulary and an overall
view based on that vocabulary which could serve as a framework for
understanding. In Waldrop’s (1992) work, and later in Lewin (1995), |
found both the vocabul ary and the framework.

Chaos theory, from which accounts of complexity have devel oped,
deals exactly with non-linear relations, with changes which cannot be
fitted into asimplelinear law taking the form of statement of single cause
and consequent effect. It istruethat chaostheory taken al one resonates (a
word which has more than metaphorical connotations here) with the
genera postmodernist account (andthereissuch ageneral account, despite
postmodernism’s strident denunciation of all metanarratives—itisameta-
narrative itself) in which no determination is possible. As Williams and
May put it in their cogent account of the ‘post-critiques': ‘ Chance and
chaos, not the discovery of “truth” and “progress’, now enter research

endeavours’ (1996: 160).

But the usage of chaos here is not the scientific onein which chaosis
absolutely not to be equated with randomness (see Littell (1993) The
Visiting Professor for an entertaining account of the differences). The
central point isthat in this scientific usage chaosisthe precursor of order,
not itsantithesis.

The order that emerges from chaos is generally described in terms of
‘strange attractors’, existing in the first instance as products of the
experimental mathematics made possible by the development of
computing power, and visually (and elegantly) expressed in images
derivedfromthegraphical representation of suchfunctions. Theseabstract
conceptions are now attached to ‘real entities’, particularly in the actual
body formsof organisms. One of themost interesting things about reading
complexity istheevocati onsof past experience. | wasal most expectingthe
name D’ Arcy Thompson, whose On Growth and Form (1942) | first read
as a teenager, to crop up in Kauffman's book on The Origins of Order
(1993) about three pages beforeit actually did! Anyhow, itisimportant to
point out herethat complex order, if itisthought of asdescribing therealm
between simple order and chaos, can emerge not only from chaosbut also
from order and that a central and useful ideais the notion of movement

5



INTRODUCTION

from simple attractors to strange attractors through a process of
bifurcation, dependent on key changes in the magnitude of underlying
causal variables.

The nature of changesis described by the set of Feigenbaum numbers,
and a crucial transformation occurs from the simplest form of strange
attractor, the sell-replicating and delimited torus, into the dual form of the
‘butterfly attractor’ whenkey variableschangeby magnitudeof three. This
process of bifurcation implies neither smple linear determination —if A
happensthen B happens, nor random process where anything can happen,
but rather complex change. In thefirst bifurcation if A happensthen B or
C happens, but which occurswill depend on small initial variationsinthe
form of A. Thisfitted very well with what | was trying to deal with in
changes in urban forms. Strange attractors offered a description of
outcomes which was neither linear nor indeterminate, but different.
Moreover, without abandoning a notion of structures, thisaccount allows
for agency, and doesso explicitly (seeNicolisand Prigogine 1989). People
certainly can make history because reflexive agency caninfluencecrucial
information changesin systemswhere the modul ating role of information
over energy is absolutely significant, but they do so from agiven starting
point, i.e. not in circumstances of their own choosing.

The complex combination of multiple and contingent causation and
emergent properties/holism was to be found in that important part of
complexity theory which derived fromthework of biol ogistswriting about
evolutionary processes, especially Kauffman (1993, 1995). There seems
to me to be a very important distinction between two approaches to
complexity which can be associated separately with each of the Santa Fe
Intitute’s professorial fellows. Gell-Mann (1994) assertsthat whereasin
principlethecomplex canbereducedtothesimple, principleisnot practice
and that it is essentially pointless to attempt reductionist explanations
when they are not needed. In contrast Kauffman does believe in The
Emergence of Order, and thereby explicitly accepts the holistic premise
that the complex is not inherently analysable into its simple components.
Although ideas of complex and contingent causation are implicit rather
than explicit in Kauffman's account, the resonance between his
discussionsof thethreelevel evolutionary processintermsof theevolution
of species, co-evolution of speciesin environments, and the co-evolution
of co-evolution itself through the transformation of environments/generic
potential/ morphological expressions, and the realist account of complex
and contingent causation, isextraordinarily strong. Note that Kauffman's
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account can be summed up as dependent on either or both contingency and
thetransformation of quantity into quality.

| have introduced a lot of terms so far without necessarily defining
them, other than by the context in which they are used. Definitions will
follow, but | thought it wasimportant to get over theideathat for me, and |
hope for other socia scientists, the point about complexity is that it is
useful — it helps us to understand the things we are trying to understand.
Thisisaclaimfor itsusefulnessin substantive areas of social inquiry, and
much of thisbook will take the form of effortsto demonstrate that utility.
Thisisits appeal. However, complexity, inductively founded thoughit is,
is not innocent in metatheoretical terms. It does have ontological and
epistemol ogical implications, implicationswhich makeit essentially part
of the realist programme of scientific understanding and inquiry.
Moreover, theaccount it offerschall engesinthemost fundamental way the
postmodernist view of the nature of social science and the potentialsof its
application. It is necessary to say something about these things here,
although | am adamantly committed to not writing a book about the
philosophy of social science, nor even one about the philosophy of social
research.

Likewiseitwill benecessary to say something about how thetool sused
in compl exity-based research can be adapted to social scientific purposes,
and perhaps even more about how the existing tools of social scientific
research can be used as part of a complex programme. It is worth noting
that in ahandbook written for doctoral studentsin physicsand chemistry,
Nicolisremarksontheimpossibility of afull quantitative understanding of
complex phenomenaand the consequent requirement toturnto qualitative
approaches (1995: 49), so any accusationsof physicsenvy remaining even
after the previous noting of complexity’s necessary rejection of
reductionism ought to be junked forthwith. The tools of understanding
suggested here will be both quantitative and qualitative, and quantitative
usageswill be primarily exploratory (see Tukey 1977).

So having said why | wanted to write this book, let me say how it is
organised. There are two sorts of chapters here. Chapters 1 to 4 are
expository inthe abstract. They are concerned with laying out theideas of
complexity/chaos in relation to the general programme of social science
and of sociology in particular. Chapters5to 8 areexpository inapplication.
They deal with aset of themes, themeschosen becausethey interest meand
I know something about them, and apply a ‘complexity’ fix or gloss to
them. All the chapters except Chapter 1 are really constructed around
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doingjust that, around thinking about issuesin the social scienceswiththe
ideas of complexity/chaostheory brought into play.

Chapter 1 introduces the broad framework of the dynamic ideas of
chaos/complexity and explainsthekey termsemployedintheprogramme.
It centreson thedifferencebetween linear and reductionist scienceasit has
been done and non-linear and emergent science as it will be done. The
sourcesreferenced in the discussion here are not usually social scientists,
although Reed and Harvey, and Hayles will make a preliminary
appearance. Instead they are physical and biological scientists and
mathematicians. The point of the chapter isto explain what they have been
saying, tointroducethelanguagethey have used for sayingit, andto begin
the argument that these things matter very much for the social sciencesas
well. | have continued this exposition with specia reference to the
mathematical languageanditsimplicationsintheglossary at theend of the
book.

Chapter 2 iswherethe social sciencebeginsin earnest. Here | draw on
arangeof sources, but particularly Reed and Harvey (1992, 1996), Harvey
and Reed (1994) and Hayles (1990, 1991). These writers have used the
complexity/chaos programme in relation to debatesin social science and
literary/cultural theory. One of the themes around which the chapter is
structured is a confrontati on between the implications of arealist account
of the social world, reinforced by the complexity and chaos programme,
and the general postmodernist account. The other is a more general
consideration of theimplications of the complexity and chaos programme
for the set of key issues for sociological theory identified by Mouzelisin
his recent consideration of what has gone wrong with sociological theory
(1995).

Thefirst point being made hereisan absol ute endorsement of Reed and
Harvey’slinking of critical realism asaphil osophical ontology with chaos/
complexity as a scientific ontology. The second is that this combination
should be fatal for postmodernism as an intellectual project. Thethird is
that if we use this approach, then we can resolve the major issues for
sociological theory of the relationship between macro and micro, and
structure and agency. Finally, the chapter takes up the issue of metaphor
and anal ogy, drawing on the clear exposition of Khalil (1996) in order to
illustrate the very important implications of the use of these terms. The
whole chapter is unashamedly systemic. We urgently need to revive
systems approaches to the social sciences, and the complexity/chaos
programme providesuswith away of doing thiswhich overcomesthevery
real difficulties encountered when the models of systems available to us
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were equilibric or at best close to equilibric. Far from equilibric systems
arevery different indeed.

Chapter 3 is where the mathematics comes in, although there are no
calculations and virtually no formulae in the whole of it. The chapter is
about mathematics as anal ogy, as analogy for theworld asitis. To quitea
substantial degree it isbased on reading in popular mathematics, in those
bookswhich seek to explainto alay audiencejust what hasbeen happening
to mathematicsin thetwentieth century. | makeno apol ogy for that. These
developments have the most profound importance for the way we think
about theworld and the way we use mathematicsasadescription of it, and
if they are presented in clear and accessible termsby writerslike Stewart,
Barrow and Ruelle, thenitisonly sensible (and, moreover, areal pleasure)
to accessthem through bookswritten to make that possible.

The chapter is an argument for socia statistics as it was originally
conceived, asexploratory descriptionsof asocial world so complex that it
can only be known adequately through measurement of indicators of the
character of the socia system asawhole, and against social statisticsasit
has become, a reductionist, positivist, linear and individualised
programmewhichisnotisomorphicwiththeworld andisnow very largely
disconnected fromthecentral issuesinsocial scienceasaccount and social
policy as practice. Where linear approaches are connected, in areas of
health and education, thereisaseriousrisk of them getting very important
things absolutely wrong. In terms of formal debates about quantity and
quality insocial science, Chapter 3isintended as atheoretically grounded
reinforcement for the pragmatic dismissal of the significanceof thesevery
arguments. As such it well accords with the views and practices of most
practising sociologists and geographers (the two disciplines which give
most thought to these issues) and the implication of the arguments
presented is that the disagreements between positivists and adherents of
thestronginterpretative programmeof qualitativesocial sciencearereally
profoundly irrelevant and pointless.

Chapter 4 isabout the actual use of quantitative methodsin acomplex
way. | had originaly intended to devote much of this chapter to an
exposition of the quantitative methods used in complexity/chaos in the
physical sciences, and to consider how these might be applied to the kind
of quantitative descriptions of the social world social scientists have
available to them. However, whilst | make some reference to those
approaches, | now argue that | do not think they are particularly useful to
us. Therearetwo aspectsto thisdismissal, although | think they arereally
intimately connected. Thefirst aspect i sthat wedo not havethe sort of data
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used by physicists and physical chemistsinlooking for chaos. AsLewis-
Beck (1995) remarks, our dataistypically for many unitsbut with only a
few observations on each, whereas the physical sciences generally have
many observationsfor single units over along time period. The second is
that it isn't really chaos which is of interest, but rather complex
transformation of state. Herewearefollowing Prigoginerather thantheUS
school (see Chapter 1 for adevelopment of thisimportant theme).

So, instead of presenting what | regard as non-applicable approaches
(although references are given to examples where their use has been
attempted), | have instead looked at the methods actually used by
guantitative social scientists, with a particular emphasis on the use of
numerical taxonomic procedures acrosstime. Consideration isalso given
to the analysis of contingency tables when we can order the data through
time. The purpose isto reinterpret what we actually have been doing, by
seeing how our actual procedures look from a complexity/chaos
viewpoint. The argument is explicitly for exploration and against
reductionist explanation.

In this vein the chapter does take up the very important use of visual
methods in understanding the evolutionary development of complex
systems. It doesthisintwoways. Oneisby referencetotheuseof computer
simulations as part of the complexity programme. The other is by a
reinterpretation of the very interesting technique of correspondence
analysis as amethod of seeing how complex social systems change. The
implications of thisiconicturn arevery profound.

An argument constantly reiterated in this chapter is that we must
understand hierarchical dataasreflecting the character of the social world
as consisting of complex nested systems with a two-way system of
determinant inter-relationships among the levels. We absolutely must
relate containing systems to contained systems.! In other words we must
have measures of individuals, of households, of neighbourhoods, of
localitiesand so on, and we must recogni sethat weneed to beableto relate
all theselevelsto each other.

Chapters 5 to 8 all take the form of looking at important issues in
substantive areas from achaos/compl exity-informed perspective. Inthese
chapters the argument frequently proceeds in large part by acritique of a
recent important contribution, which critigue is sometimes
confrontational and sometimes based on a very strong resonance of the
arguments with the chaos/complexity perspective. A good dea of the
argument in thisbook asawholeisfounded around thisideaof resonance,
of hearing echoes of the chaos/complexity account in accounts of social
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reality which were written without explicit reference to it. | hear
resonanceseverywhere, and | don’t think thisisamatter of faulty hearing.

Chapter 5 deal swith recent debates about the spatial, and in particular
about theideaof emergent propertiesat spatial levels. The most important
level hereisthat of ‘locality’ and the argument in this chapter is against
Warf’s(1993) postmoderni st version of thisconcept, but thechapter isalso
very much concerned with spatial level sasthe nested systemsof thesocial
world. Examplesdrawnfromtherecent revival of real social ecology inUS
studies are used to devel op the general argument.

Chapter 6 is about health and is tied closely to the important
contemporary debate about the origins of ill health in genera social
inequality (seeWilkinson 1996). Herethecritiqueisrelated particularly to
Tarlov’s (1996) fascinating account of health asthe property of aseriesof
nested systemswith theindividual at the core. The chapter alsoincludesa
confrontation with one of the best and clearest applied postmodernist
pieces (Kelly et al. 1993). Tuberculosis, the iconic disease of
industrialism, isconsideredinrelationtoitsmodernre-emergenceasaway
of illustrating theabsol ute necessity for acompl exity-founded approach to
social epidemiology and to public health practice.

Chapter 7 is focused on educational differentiation and is founded
around a confrontation with one of the most interesting and significant
studiestoderivefromthecurrent Economicand Social Research Council’s
programmedealing withthe' Analysisof Largeand Complex Data Sets' —
Goldstein and Spiegelhalter’s critique of the use of league tables as
measures of institutional performance. The argument iswith the linearity
of the approach and the way in which the use of linear models
decontextualises and disconnects schools from the social world of which
they are apart. Again, the arguments are advanced by reference to recent
interesting US studies, here examining the impact of the ethnic character
of schoolson the educational attainment of the children attending them.

Chapter 8 isabout urban governance with special referenceto therole
of planning in the creation of urban forms and possibilities. Here the
argument was helped enormously by the re-emergence of systems
approaches in planning, systems approaches which are now explicitly
informed by the general chaos/complexity programme and by the
possibility of complex computer simulation processes. However, these
abstract approaches are now being connected to the real data flows of
contemporary urban governance. This chapter iswhere the determination
of robust chaotic processes beginsto seem areal possibility.
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INTRODUCTION

For abook about chaos and complexity the actual presentation of this
textisrather straightforward and linear. | proposeto depart fromthisinthe
Conclusion. Herel want not so muchto concludetheargumentsof thebook
thusfar, indeed hardly to concludetheargumentsof thebook thusfar at all,
but instead to start haresrunning and unravel alot of loose ends. Theloose
ends will take the form of suggestions about actual research informed by
theaccount presentedinthebook. Theharesaretwoinnumber andwill run
in tandem. One will be a consideration of the implications of the very
important report of the Gulbenkian Commission on the Restructuring of
the Social Sciences (1996), which report was explicitly informed by the
chaos/complexity perspective (not surprisingly since Prigogine was a
Commission member). The other will be a preliminary discussion of the
implications of the chaos/complexity perspectivefor the nature of applied
social science as a socia practice. | think the nature of the relationship
between social science as academic practice and the application of social
science really needs some close attention and will attempt to be
provocative on thistopic.

Let me (almost) conclude with aconfession about and justification of
omissions. This book’s title indicates that it is about the implications of
complexity theory for the social sciences in general. The disciplines of
sociology and geography and the applied areas of health, education and
urban governance are given serious attention here (which meansthat two
areasof socia policy aredealt with) and the processesof history arecentral
to the whol e account, but economics, anthropology, political science, and
psychology don't get a look in. Neither, on the applied side, are the
important fields of criminology and business explicitly addressed. Of
course, no book can do everything and the exclusion of anthropology,
criminology and businessisreally amatter of manageability, coupled with
abelief that they have so much in common with sociology and geography
that thelessonsareeasily carried over. Theother exclusions| wouldjustify
intwo ways.

The first is that this book is founded around a consideration of the
nature of the quantitative programmein social science, which quantitative
programme is fundamental to al inductive social science. By the
guantitative programme in social science | mean exactly and assertively
the actual inductive processes of measurement and the direct analyses of
measurements, and do not mean, and reject, the abstract formalising of
models which are not isomorphic with the real world. So much for
economics and much of quantitative political science.

12



INTRODUCTION

Psychology ismuchmorecomplicated. Itisn't dealt with hereprecisely
because it has avery strong and interesting complexity programme of its
own, which for the moment centresaround the interrel ationshi ps between
thepsychological andthebiological. | amawareof this, but | think it needs
consideration in a different way from that which is appropriate for a
generaly focused social science text, although thereis areal need for a
complexity fix on theintersection of the social and the psychological.

And (finally) to conclude — as a teenager | read and enjoyed John
Brunner's award-winning science fiction novel Sand on Zanzibar in
which oneof theprotagonistshad theinterestingjob of ‘ synthesist’ .21 have
been looking for that post advertised ever since, but have never seenit. To
aconsiderabl eextent thisbook ismy effort at self-employment inthefield.

13



UNDERSTANDING THE
COMPLEX

Nonlinear Science(’s) . . . aimisto provide the concepts and the
techniques necessary for a unified description of the particular,
yet quitelarge, classof phenomenawhereby simpledeterministic
systems give rise to complex behaviours with the appearance of
unexpected spatial structures or evolutionary events.

(Nicolis1995: xiii)
Introduction

Thelanguage of chaos/complexitylisrelatively new inscienceingeneral,
and inthe social sciencesin particular. It is, therefore, necessary to begin
this book with this chapter, to which | had considered giving the title
‘naming of parts’. However, one of the most important things about the
approach isprecisaly itsrejection of thevalidity of analytical strategiesin
which things are reducible to the sum of their parts. We are dealing with
‘emergent properties’ and must begin with aholistic statement.2

Thequotation from Nicolisprovides uswith much of that statement. It
tellsusthat we are dealing with aspects of reality in which changes do not
occur inalinear fashion. Inreality, asopposed to mathematical models, the
crucial dimension along which changes occur is time. In non-linear
systems small changes in causal elements over time do not necessarily
produce small changesin other particular aspects of the system, or in the
characteristics of the system as awhole. Either or both may change very
much indeed, and, moreover, they may change in ways which do not
involve just one possible outcome. Nicolis saysthat thereisalarge set of
systems which have this character. | would suggest that this set includes
most of the social and natural aspects of the world, particularly inter-
rel ationships between the social and the natural.

14



UNDERSTANDING THE COMPLEX

Thereisathird component of ‘ chaos/complexity’ in addition to non-
linearity as mathematical description, and realism as an ontological
principle, which can be found in Nicolis' statement. He uses the term
‘evolutionary’. This means that we are dealing with processes which are
fundamentally historical. They arenot timereversible. AsAdams (1994b,
1995) has pointed out these approachesinvolve an explicit rejection of the
Newtonian concept of time as reversible in macroscopic systems of
significance to us in general. The work of Prigogine (see Prigogine and
Stengers 1984) replacesthe clock astheiconic symbol of themodernwith
the heat engine. Mechanics gives way to thermodynamics. That notion
appeal s to me very much indeed, as a native of one of the world’s oldest
locales of carboniferous capitalism and as a descendant of pitmen and
collier seamen and their wives, whose labour provided precisely the
thermal energy input which underpinned the transformationswhich led to
modernity.

The principle of holism3isimplicit in Nicolis’ description but Hayles
provides us with a succinct explicit assertion of it, which completes the
preliminary specification of subject matter:

From the system’s point of view, there is only the totality that is
itsenvironment. So strong isour belief in analysis, however, that
we take the environment to be the artificial and the collection of
factorsto bethereality.

(Hayles1991: 16-17)

The two themes of evolutionary development and holistic character have
to be taken together. This is what is meant by the title of Kauffman's
influential book The Originsof Order (1993). At the pointsof evol utionary
development through history, the new systemswhich appear (abetter word
than ‘emerge’ because it is not gradualist in implication) have new
properties which are not to be accounted for either by the elements into
whichthey canbeanalysed (i.e. they areholistic), or by the content of their
precursors. The approaches we are dealing with are necessarily and
absolutely anti-reductionist, although this point is not always appreciated
even by those who propose them. Gell-Mann’s remark (in an interesting
book on these themes) that:

In general, scientists are accustomed to devel oping theoriesthat
describe observational results in a particular field without
deriving them from the theories of a more fundamental field.
Such a derivation, though possible in principle when the
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UNDERSTANDING THE COMPLEX

additional special information is supplied [my emphasig], isat
any giventimedifficult or impossiblein practicefor most cases.
(Gell-Mann 1995: 111)

issimply wrong so far as the emphasised phrase is concerned. Quite the
contrary. Not only can the complex not always be derived, even in
principle, from the less complex, but, as we shall see, we can often only
understand the simpler intermsof itsoriginsinthe more complex.4

Before going any further it is necessary to say something about the
words ‘chaos’ and ‘complexity’. The best and clearest commentary on
‘chaos’ isprovided by Hayles (1990, 1991) and what followsderivesfrom
her account. The word has its origins in the Greek for void and Hayles
suggests that the contrast between chaos as disorder, and order, is a
continuing dichotomy in the Western mind-set. She contrasts this binary
logic with the four-valued logic of Taoism in which not-order is not
equivalent to anti-order. Thisispersuasive and the point being madeisthat
whilst ‘chaos’ in its popular usage is to be understood as a description of
anti-order, to all intents and purposes as a synonym for randomness,® the
scientific usageisfar more equivalent to not-order, and indeed sees chaos
as containing and/or preceding order. The and/or is necessary because
there are at least two approaches, which as Hayles indicates seem
determined to ignore each other (1991: 12). One is concerned with the
order that lies hidden within chaos and isessentially US-based. Theother,
European and represented particularly by Prigogine, focuses on the order
that emerges from chaos.6

Actually | think that another synthesising account isimplicit in both
schools. Waldrop subtitled his popular text on Complexity (1992): ‘The
emerging science at the edge of order and chaos', and the account of
bifurcation in complex systems certainly suggests that thereis adomain
between deterministic order and randomness which is complex. Thisis
important in relation to the notion of ‘robust chaos'. For the moment the
popularly oxymoronic but scientifically accurate expression of
‘deterministic chaos' can beused to convey thedifferencein quality inthe
two usages.

Hayles leads us into this nicely when she remarks that: ‘In both
literature and science, chaos has been conceptualised as extremely
complex information, rather than as an absence of order’ (1991: 1). The
point isthat chaos remains deterministic —we are not, necessarily dealing
with a scientific pessimism eguivalent to the abandonment of rationalism
by postmodernists. Thismeansthat we may havethe basis of atechnology
inwhich we can use the understanding derived from chaos/compl exity as
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away of guiding purposeful action towardsdesired outcomes, althoughto
do so we haveto know alot and be able to manage what we know in rather
different ways. That isextremely important.

The rest of this chapter will be concerned with an exposition of the
conceptsand model swhich constitutethe‘ chaos/complexity’ approach. It
will not attempt to reproduce the more detailed accounts of the
mathematical models associated with chaos/complexity, for which see
Peak and Frame (1994), Casti (1994) and Nicolis (1995). Neither will it
attempt to replicate the good scientific journalism of Waldrop (1992),
Lewin (1993) or Johnson (1996), all of which in varying ways give an
account of the US-based development and context of theseideas. Rather,
it will contain ageneral account of the character of complex systems and
of theway inwhichthey develop over time, inorder to provideanoverview
and aworking vocabulary for the rest of the book.

Wewill beginwithaconsideration of chaosand di scontinuity, continue
with an examination of development through bifurcation, examine the
character of strange attractors, and consider the nature of what Prigogine
cals ‘far from equilibric systems’. Along the way, related ideas, and in
particular that of fitnesslandscapes, will also beintroduced and there will
beareview of theimportance of acompl exity-based understanding of time
and spacefor thesocial world. Thereisoneimportant point which needsto
be made here before we start, even though its development will form the
conclusionto thischapter asawhole. In no sensewhatsoever isthe project
of applying theideas of complexity theory to the social driven by any sort
of physics envy. That ought to be obvious from the explicitly anti-
reductionist character of theform of the complexity programmewhich has
already been endorsed in this book. However, | want to go further than
‘mere’ anti-reductionism. It is true that chaos/complexity emerges from
experimental mathematics (think about the revolutionary implications of
that expression) and thermodynamics, and hasbeen particul arly devel oped
in physical chemistry and evolutionary biology. The socia sciences have
agood deal tolearnfromthesefields. But, anditisabigbut, oncethesocial
sciencesget going, then other fields of inquiry will havealot tolearnfrom
them. Indeed, this project is aready well under way in relation to the
development of fundamental metatheoretical ideas (see Reed and Harvey
1992, and Harvey and Reed 1994). Thereisno hierarchy here, no more or
lessfundamental field of science and/or disciplinary perspectives. Weare
in thistogether on equal terms.

Of course, one of the great attractions of the approach isthat infact we
havebeeninittogether for quitesometime. Oncewehavethenamewecan
recognise that we have been doing the thing —we have been talking prose
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for along time without knowing it. For sociologists the work of Talcott
Parsons provides an interesting illustration. Crooke et al. (1992) sum this
up intermswhich resonate very strongly with the complexity account:

Parsons makes a distinction between what might be called
developmental processes and what might be called phase-shift
processes. The former consist in a continuous and incremental
elaboration and separation of sub-systems, which does not alter
the general overall pattern of society. By contrast, phase-shift
processes are fundamental differential leaps or evolutionary
breakthroughs, typically caused outside the socia ream (e.g. in
the realms of culture or personality) which reorient the social
pattern.

(Crookeet al. 1992: 5)

Here we find the language of complexity and chaos being used by
contemporary commentators, asHaylestel |suswemust reasonably expect
to, given the current character of the Western episteme, but what really
mattersisthat the perspectivethey are describing is so congruent with the
approach, even though it predates chaostheory by many years.

And now for the naming of parts:

Small changesmakefor bigdifferencesand lots
of thingsareout to play, together

Linearity in relationshipsis most simply expressed” in algebrai c terms by
the equation:
y=a+ bX

Heretheinteresting thing which stati sticianswant to determinewhen they
construct a bivariate regression equation of thisform, isthevalue of b. b
givesthe amount of changein Y when X changes by one unit. Every time
X increases by one, Y increases by b. Of course, interpreted regression
equations where X and Y stand for real variables do not produce exact
predictions of real Y's. The degree to which the real Y's differ from those
predicted by the regression equation is used in both simple bivariate
models and in the multi-variate extension into the general linear model in
which lots of variables are brought into play together, as a measure of
strength of relationship and explanatory, if not causal, power.8 It has been
remarkedthat ‘ regression equationsarethelawsof Science’ andindeedthe
search for laws in science has in essence consisted of attempts to find
relationshipswhich can beformalisedin linear terms.
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The search for linearly-founded laws isasearch for predictive ability.
If we can establish the relationships so that our formalised linear
mathematical models are indeed isomorphic with the real world, and our
ideal method for doing this is usualy thought to be the controlled
experiment,® then we can predict what will happen in a given set of
circumstances, provided we have accurate measures of theinitial state of
the system. Once we can predict, we can engineer the world and make it
work inthewayswewant it to. We canturn from refl ectionto engagement.
This is a wholly honourable project so far as | am concerned. It is the
technological foundation of modernity itself.

Thetroubleisthat much, and probably most, of theworld doesn’t work
inthisway. Most systemsdo not work inasimplelinear fashion. Thereare
two related issues here which derive from the non-linearity of reality,
despite the availability of non-linear mathematical models which can
sometimes be used in place of the general linear model and itsderivatives.
Thefirst, whichisgenerally discussedintheliteratureon chaos, isextreme
sensitivity toinitial conditions in non-linear systems. The classic, and by
now well-known, expression of this is in relation to weather systems.
Effortsto model weather systemsin mathematical termsarefaced withthe
major —and indeed essentially insurmountable—problemthat variationsin
initial conditions of the scale of the force of a butterfly’s wing beat can
produce vasty different weather outcomes over quite short time periods.

The problem that this raises is one of measurement in terms of
accuracy. Lorenz originally encountered the phenomenon when here-ran
someweather data by re-i nputting print-out resultswhich were accurateto
three decimal places instead of to the six the computer used in internal
calculations. Re-inputting data produced very different outcomesbecause
the measures differed in the fourth decimal place. It hasto be stressed that
the existence of chaotic outcomes of this kind does not involve an
abandonment of causality in principle. If we could measure to the degree
of accuracy we need then we could model the system, albeit in non-linear
terms, and then we could predict what the outcome of changes would be.
Inpracticewecan't. Itisprecisely thispractical limit—that word: ‘ limit’ —
which seemsto set aboundary on science and science-derived technol ogy.
Thisiswhy the idea of chaosis so attractive to postmodernists. Science
seems to have come to the end of its capacities. Rationality seems to be
exhausted asagenera project. Isit hell aslike!

Before turning to robust chaos, the basis of that robust rejection of
postmodernism as state of mind, 101 want to pick up onthesocial sciences
experience of non-linearity through encounters with interactions. The
word ‘interaction’ hereisnot being used in the general sociological sense
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to describe social interactions among individuals, but in the statistical
sense where in the ssimplest three variable case, the relationship between
two variablesismodified by thevalue of athird. Thissort of thing cropsup
all thetimein sociology.

Theissueisthat in the socia world, and in much of reality including
biological reality, causation is complex. Outcomes are determined not by
singlecausesbut by multiple causes, and these causesmay, and usually do,
interactinanon-additivefashion. In other wordsthe combined effectisnot
necessarily the sum of the separate effects. It may be greater or less,
because factors can reinforce or cancel out each other in non-linear ways.
It should benoted that interactionsare not confinedto the second order. We
can have higher order interactions and interactions among interactions. It
isin principle possible of course to calculate interaction terms and enter
theminto linear models, and there are stati stical programmes (elementsin
SPSS and the dedicated package GLIM) which exist to do exactly this.
What thisamountsto isthecreation of new variablesinthelinear equation
which represent the i nteraction among the measured variables. In essence
the complexity islocked away in the interaction term. Once there are lots
of variablesinplay thisis, to say theleast, adifficult business, andit always
worriesmebecauseit seemsto beaway of ignoring the complex character
of thereality being investigated. I n practical termsin contextswhere chaos
exists, the effect of interactions is to make the issue of precision of
measurement even more important. The effects of interactions are not
additive either in themselves or in relation to measurement errors. This
means that complex causes can easily generate chaotic outcomes.

How and when things split

At this point we need to sort out some of the implications of the generally
systemic character of chaos/complexity accounts. | want to do that by
considering the difference between mechanics' Newtonian interest in
trajectories and thermodynamics interest in the behaviour of whole
systems. The idea of a trajectory is generaly to do with movements
through space over time under the influence of forces. When | was doing
A level Applied Maths we used to spend a lot of time working out the
trgjectories of artillery shells. Another applied examplewould be thekind
of problemswhich had to be solved by a navigator in a coastal command
planeflying blind by dead reckoning, i .e. without being ableto fix position
by referenceto afixed point achieved either by recognising alandmark or
by getting afix from either thesun or stars. The position of the planewould
be aresultant of coursestaken over time and wind speedsand directions.1
The plane was within a system of wind, space and time, and had some
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autonomy (the effects of piloting and courses) within that system. What
mattered waswhere it was asthe result of itstrajectory. When we cometo
look at individuals and households we will be interested in trajectories of
just thiskind within social systems.

However, here we are interested in the properties of the system as a
whole. The nature of the kind of systems we are interested in will be
considered subsequently, but we need a preliminary specification here.
Prigogine and Stengers provide uswith this:

The study of the physical processes involving heat entails
defining asystem, not asin the case of dynamics, by the position
and velocity of its constituents . . . but by a set of macroscopic
parameters such as temperature, pressure, volume and so on. In
addition, we have to take into account the boundary conditions
that describetherelation of the systemto itsenvironment.
(Prigogine and Stengers 1984: 105-6)

It is very important to note that whilst the state of the system may be
describedintermsof thevalues of avery large number of variables, it may
be, andfor thesystemswhichinterest usitislikely, that theactual character
of that state is determined!? by the value of a far smaller number
(sometimes just one) of key control parameters. If the relationship of
system form to the value of control parameter(s) is linear then small
changesin them produce corresponding changes in the system, without a
change in the system’s form. In non-linear relations at crucial points
something very different happens.

Prigogine and Stengers deal with this in a discussion of chemical
systems by referenceto thelaw of large numbers. Social scientists should
be familiar with this in relation to the construction of sampling
distributions. Itsimplication in that context is that when we draw samples
of size n from a given population, provided that n is large, then the
distribution of the sample estimates of a key population parameter (true
population value) if we drew al possible samples of size n, would be
normal with a standard deviation determined by the product of the actual
population standard deviationandthevalueof 1/./n . Thisholdsregardiess
of whether the characteristic which isthe basis of the measurement of that
parameter isitself normally distributed in the population. The point isthat
as n getslarge the effect of sampling fluctuations becomes small. Thisis
broadly what happensin alinear system. Fluctuationsarenotimportantin
relation to mean val ues and may be neglected.

However, close to bifurcation points the values of the fluctuations
increase dramatically and canreach the order of magnitudeof meanvalues
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of the parameters of interest. We need to think rather carefully about what
isgoing on here. AsNicolisputsit:

Wehaverepeatedly stressed thedifficultiesarisinginthesolution
of nonlinear problems. Wethereforegiveup theideaof obtaining
exact results of aglobal character and limit our attention to the
local behaviour [original emphasis] of the solutions in the
vicinity of the bifurcation point.

(Nicolis 1995: 96)

What happens is that at these crucid transformation points the system
seems to have two possible trgjectories into which it can move and it
‘chooses’ 13 between them on the basis of very small differences in the
values of controlling parameter(s) at the point of change. Peak and Frame
(1994) offer aninteresting introduction tothis, based on thesimpleenough
models in experimental mathematics. Here we need, first, to know that it
happensandthat it happensin real world systemsaswell asin abstraction.

The second thing that we need to know is that there seems to be an
underlyingfundamental character to theway inwhich such changesoccur.
Thischaracter isfundamental both inthe mathematical models, andinthe
real systems which are isomorphic with them. Feigenbaum (1978)
established that there is a period-doubling route towards chaos
characterised by a series of ‘Feigenbaum numbers representing
proportionate changesin theinitial value of acontrolling variable. There
aretwo waysinwhich theterm‘ Feigenbaum number’ seemstobeusedin
chaos theory. The first is to describe a sequence of numbers representing
proportionate changesin the control variable, which describe successive
bifurcationsand correspond to successive strange attractors. Thesecondis
thevaluetowhichtheratio of successive changestends, which seemstobe
auniversalistic constant describing chaos.

Here let us focus on the ‘ Feigenbaum sequence’ which describes all
systems (a very large set) in which there is a periodicity to bifurcation
which doubles with each successive bifurcation. This represents a route
from simple determination through a realm of complexity within which
there are multiplebut limited outcome situationstowardsarealm of chaos
inwhich thereare very large possible sets of outcomes.14

If we go back to Prigogine and Stengers’ description of systemsin
physical chemistry but replace the term ‘fluctuation’ with that of
‘perturbation’, which implies disturbance in away that fluctuation does
not, wecan beginto apply thissort of analysisto social systems. If wethink
of asystemin equilibriumwe should be ableto recognisethat it can absorb
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certain changes in key control variables but that there is a limit to this.
Harvey and Reed put it likethis:

In the absence of significant perturbations, a dissipative system
will usually follow a‘normal’ linear trajectory. Of course there
will be the usual boundary testing, but in the absence of any
sustained increase in environmental energy, the system will
returntoitsorigina point of reference. At some point, however,
thisstableregimenisdisrupted, and, if theinternal movement of
the systemispropitious, the system’ s stable behaviour givesway
to random fluctuations.

Abandoning its original trajectory, the system destabilizes
and exhibitsaso-called ‘ pitchfork bifurcation’ pattern. . .. That
is, once destabilized, the system beginsto fluctuate between two
or morenew points. Theoscillation continuesuntil it abandonsits
original path and takes one or more of the alternative pointsasits
path of development.

(Harvey and Reed 1994: 385)

The most frequently modelled real world example of this sort of thing is
provided by theworld'sclimate. L et usthink about what theword' climate’
means. It describes a set of weather systems bounded within a range of
values. Expressed in a particular space, for example Northern Europe, it
can be considered to be defined by arange of winter temperature values
whichdoesnot passover limitsat either extreme. It seemsclear from actual
fossil and geological record that there are in fact two climate regimes
which have applied here. Oneistherelatively warmoneinwhich welive.
Theotherisaniceage. Thescary thingisthat thetransitionfrom onetothe
other isnot agradual linear process. It happens suddenly as the result of
small scale perturbations in controlling variables. This is an extreme
exampleof the Lorenz or butterfly attractor which will be discussedinthe
next section. The point isthat changeistheresult of perturbation beyond a
boundary and there is a radical regime change.1> The difference in the
controlling parameters may in incremental terms be small. The outcome
effect isenormous.

L et us go back to theimplications of the quotation from Nicolis about
thesignificanceof understanding local behaviour at bifurcation points. We
shall see subsequently that some argue that science founded in chaos/
complexity can behistorical and only historical. | want to suggest thatitis
precisealy by focusing on understanding what happensat bifurcation points
that we can do more than explain what has happened. As Peak and Frame
put it: ‘any systemthat obeysrules—even if the behaviour is chaotic —can
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be controlled once the rules are known' (1994: 233). | would suggest that
for socia systems such rules will include both the specification of the
controlling parameters and an account of the non-linear effects of changes
in them. In any event, even for understanding, points of change are the
points of interest.

Phase space—timeand spaceand all therest

Adams (1994b, 1995), in asserting the social significance of time, has
drawn explicitly on complexity theory, and in particular on the work of
Prigogine, both directly and as mediated through Hayles. In this section |
want to begin to deal with the issues she raises, athough the main
discussion of them will bein the next chapter. To do so we need to define
theexpression ‘ phase space’, here equivalent totheideaof ‘ state space’ as
defined by Kauffman (1993:174). The state spaceisall the possible states
in which a system might exist in theoretical terms. Here we have
operationalised our description of asystem intermsof real valuesfor aset
of parametersand welocate either or both elementswithin the system and
thegeneral character of thesystemitself inrelationtothese parameters. We
canthink of thisin systemtermsas defining the state of the systeminterms
of a set of n co-ordinates in n dimensional space when we have n
parameters. | am well aware that | am here combining a discussion of the
trajectory of objects within systems (individuals, households,
neighbourhoods, localities, regions—when considered not intermsof their
internal structure, when they are themselves to be thought of as systems,
but as unitary wholes), with adiscussion of system changes. Let usbegin
by concentrating on the character of systems.

In historical systemswith an evolutionary character thekey dimension
of movement ischangethroughtime. Timecan alwaysbe considered to be
our fundamental axis. Poincaré described a way in which we can map
thingsin time. We do thisnot by using time as a continuous axis measured
in Newtonian terms, but rather by recording the character of the system at
successive time points and presenting a description of it at the successive
timeswe measureit.16 Thisideaof representing systemsthrough trends as
away of exploring longitudinal changes is of course inherent in social
statistics. In the UK we have decennial censuses which record changes
over time across arange of indicators of the nature of this society, and all
advanced soci eties have something similar.

However, we are not dealing with single indicators when we want to
describethe state of systems. | nstead wewant adescription of the nature of
thesystemintermsof all thevariableswhich can beused to describeit. We
want it specifiedintermsof n co-ordinatesin an ndimensional space, even
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if theform of the system isnot determined by thevalue of all thevariables
describing it, but rather by the values of a much more limited number of
control parameters. Thinking about n dimensional spacesisagood way to
serious headaches,17 but there are two methods regularly employed in
social research which do deal with large scale dimensionality. The first,
which is quite transparent, is the construction of contingency tables of a
dimensionality of morethanthree. Weshouldall beabletovisuaiseathree
dimensional contingency table. It can berepresented by acubedrawnona
two dimensional blackboard, with the edges describing particular values
for categorical variables. We can cross-tabulate age group against sex
against classand draw theresulting ‘ two-way table’ . What we can then do
isadd in another variable — say an ethnicity classification. We now have
four dimensions on which our cases are measured and the cells in the
contingency table in which they are located correspond exactly to co-
ordinates specified in a four dimensional space defined by continuous
variables.

In order to get such atable onto atwo dimensional print-out we dliceit
up. We present a series of bivariate tables which can be printed in two
dimensionsfor each, let ussay, of thegender categories, further subdivided
by age group. So werelated age ethnicity to classfor women over 60, men
over 60, women aged 40to 59, men aged 40t0 59, and so on. | want to come
back to acomplex way of thinking about wherewefind our casesinsuchn
dimensional tables in the subseguent discussion of strange attractors in
relation to adiscussion of the quantitative programmein social science.

The less transparent n dimensional method involving the use of n
dimensional spaces is cluster analysis in which we use continuous
variablesto measure cases (transforming categorical variablesinto binary
atributeswiththevaueof 1if inthecategory and O if notinthe category).
Herewedo create out of sight n dimensional spacesinwhich our casesare
located. Again | want to come back to just what our clusters are, in
discussing strange attractors and the quantitative programme in social
science.

Atthispoint | wanttotry to sort out something which hasbeen puzzling
me during the time | have been reading and thinking about chaos/
complexity theory and trying to see how it can be used in relation to the
social. Thisistheissue of levels and the relationship between spaces and
the systems contained within those spaces. | have been troubled by the
issue of whether the social constitutesasystem or whether the social isthe
spacewithin which that systemislocated. The only answer | can come up
withisthat it isboth. In coming to this conclusion | have been helped by
Reed and Harvey’s(1994) discussion of nested ontol ogies, of which more
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subsequently. In other words, at one level of analysis social systems are
located asentitieswith states describabl e by co-ordinatesin n dimensional
spaces. Thetime axishereis certainly not Newtonian and continuous but
rather represents transitions in the forms of social orders. Within those
socia orders, and along a time axis contained within them, we can map
socia changes, especidly if we consider the role of physical space asa
hierarchy and relate movementsin space to movementsintime.

If the systems which interest us change through time, then we need to
think about the character of those changes. Let us go back to our earlier
discussion of linearity, chaos and complexity and remember that our
discussionwasof changes, which meant that it wasinherently temporal. In
linear systems changes over time in control parameters produce
incremental and linear changesinthe system. In* absolute chaos’ (popular
chaos, postmodernism’s vision of chaos) small changes through time
produce indeterminate results: anything could happen. The interesting
thing about compl ex sol utionsisthat wecan't predict what will happen, but
we know that what will happen will be drawn from a set of alternatives
greater than one but less than too many to cope with — the realm of
determined chaos. The point about phase spacesisthat we can map these
changesout inthem. Historically we can seewhat hashappened. If we can
deal with robust, determined, organised chaos, then we may be ablenot to
predict, but to act so that some things happen and othersdon’t happen. We
may create—inthe Judaeo-Christian-lslamictraditionwehavefreewill for
just that purpose. To be able to do that we have to realise what might
happen. Therouteto that realisation (aninteresting word —it meansboth to
cometo know and to make happen) isthrough strange attractors.

Strangeattractors

There are severa ways of thinking about attractors, but hereit is best to
begin by thinking about what happensto systemsasthey changeover time
in an n dimensional phase space. Let us take a simple example, that of a
pendulum moving in three dimensional space. Over time the pendulum
will stop swinging. It will become fixed in space at asingle point. All the
three dimensional spatial co-ordinates describing positions which it has
previously occupied share the property that a pendulum situated in them
will eventually come to rest at the attractor point. They constitute the
atractor basin which ‘drains’ (see the geographic analogy) towards the
point at which the pendulumisat rest.

Thesystemswhichinterest usdo not behavelikependulums. However,
they do not behaveinarandomway either. If wemap their movement over
timeinanndimensional spacewhoseco-ordinatesareval ueson descriptor
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variablesof interest tous, theninasystemwhichwaschaoticinthepopul ar
sense, the location of the system at successive time periods could be
anywhere within the n dimensional phase space— Kauffman’'s expression
of state space perhaps conveys the ideas rather better here. What we find
when we have deterministic chaosisthat the system’ ssuccessive statesare
not anywhere but rather are to be found within arestricted set within the
range of possible positions. Just to complicate matters the dimensionality
of thefigures generated in such cases may not only be lessthan that of the
n dimensional state space, which isto be expected if the behaviour of the
systemiscontrolled by alimited set of alot |essthan n control parameters,
but may have a dimensionality which is not awhole number. It may be a
fractal. We will return to a discussion of fractals subsequently and
particularly in relation to socio-spatial systems.

Thereisahierarchy of development of such strange attractors. Let us
begin with the simplest — the torus or doughnut which is usualy
diagramatically represented as exactly that in atwo dimensional diagram
of the three dimensional thing, but which may have any dimensionality
between two and three. If a system moves beyond stability, complete
equilibrium as represented by a point attractor where nothing ever
changes, through the domain of close to equilibrium where changes
generaly revert towardsasinglebasestate, thenthe next inthe seriesisthe
torus. The torus describes the dynamics of self-similar systems. That
meansthat over cycles of change such systemsaways end up somewhere
within the bounding limits set by the surface of the doughnut. Things
changefrom cycleto cycle, depending of course on changesin controlling
parameters, but provided that those controlling parameters don’t change
too much, by less than the value of thefirst Feigenbaum number, then the
system stays somewhere inside the doughnut. There is an interesting
disagreement in the literature as to whether or not the torus is a strange
atractor. It seemsto methat it isbecause thereisindeterminacy withinthe
limiting boundaries, reflected in the possibility of fractal toruses with
dimensionalities of between two and three. However, it is clearly the
character of the boundarieswhichisof interest tous.

When| first read thisthemental effect wascertainly that of aresonance
but the kind of resonance that comesfrom standing in the belfry itself, and
there were two peels. The resonances were with two key Marxist
contributions to the description of social systems. One was Raymond
Williams' (1980) discussion of ‘Base and superstructure in Marxist
cultural theory’ where characteristically heanalysed the use of words, and
in particular of theword ‘ determine’. He concluded that the proper use of
thisisnot to convey exact linear prediction but rather asetting of limits.18
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Lefebvre in his discussion of capitalist reproduction used a formulation
which could have been drawn straight from chaos theory — social systems
are reproduced from cycle to cycle but never in exactly the same way.
These resonances prompted me to equate the Fordist mode of regulation
withasystemmovinginsideatorusattractor (seeByrne1997aand Chapter
5 of thisvolume).

What happens next is particularly interesting for social scientists.
When a key control parameter changes its value between cycles by an
amount which isthree times greater than the value in the previous cycle
(thefirst ratiointhe Feigenbaum series) then thetorusaattractor transforms
into abutterfly or Lorenz attractor. ThisisLorenz’ sdescription of weather
systems. In the literature, discussion of this higher order attractor
emphasises its fractal dimensionality. It should be noted that very small
differences in the values of control parameters at the bifurcation point
determine which of two radically different trajectories the system settles
into. It is possible to think of these two trajectories as two toruses with a
small areaof inter-connectedness. The system in respective cyclesisto be
foundin one or other of thetoruses. In the sort of robust chaoswhich is of
interest to usit may well bethat thereisalimited range of valuesof control
parameterswhich can havethechaotic effect of assigningthesystemtoone
or the other trajectory. This seems to be what happens in reaity with
climate regimes at the planetary level. We don’t cycle from ice age to
temperate on a daily or annual basis, although the actual time period of
changesisquite short. Thereisastability for aperiodin oneregime or the
other.

Although the Lorenz or butterfly attractor is widely discussed in the
literature, and there is an appealing metaphorical resonance between its
binary character and contemporary socia science’s concern with social
polarisation, it is important to note that it is simply a special case of
dynamical bifurcationand may not actually betheformwhichisbest used
to describe socia transformations. Brown (1995: 51) argues that
catastrophic bifurcationsare much more generally common. Itiscertainly
possible to think of the kind of system change involved in the transition
from Fordism to post-Fordism asinvolving a catastrophic transformation,
without the second form being a“ butterfly attractor’.

When we are thinking of real complex systems it is important to
consider that thesearelikely to benested intheway described by Reed and
Harvey (1994). What this means here is that the attractor space, the sub-
domain of the phase or condition spacerepresented by thestrangeattractor,
congtitutes the phase or condition space within which sub-systems of the
whole system are located. Social and socio-spatia entities which are
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internally systemic, for example localities or households, can be
considered to belocated within thephaseor condition space constituted by
the higher order socia system of which they are a part. It seems at |east
possible that we may have different kinds of bifurcation processes at
different levelsinthe hierarchy. Thebutterfly attractor hasgreat appeal as
a description of the trajectories of individuals and households, whereas
simple catastrophe might describe the evol ution of thewhole social order
or of localities. Chapter 4 will be concerned exactly with the hierarchical
form of social spacesnestedinjust thisway.

Inbiology theideaof strangeattractor hasbecome associated with that
of peaksinfitnesslandscapes. That concept will be discussedinamoment.
Here we can simply say that the fithess landscape peak isin a sense the
bottom of the attractor basin turned upside down. It represents a for the
moment optimum form. What is interesting of course in biologica
evolution is that not all forms are possible. Rather there seem to be
phenotypical expressions of possible attractors, observable not just in
complex biochemistry but even at thelevel of gross anatomy, which show
that whilst thereisagreat possiblevariationin body form, that variationis
not infinite. The marsupia wolf looked very like a wolf, athough the
actual evolutionary gap between thetwo wasfar greater than that between
awolf and ahuman being. Thereisastrange attractor for that body form—
this kind of thinking does tend to look very much like the Platonic
conception of ideal forms towards which aspects of redlity tend to
approximate.19

The evolutionary process will be considered again in relation to a
discussion of fitnesslandscapes. Now weneed to takea Europeanturnand
consider the nature of the kind of systems which have evolutionary
potential.

Far from equilibric systems

So far this chapter has followed the US style of thinking about chaos/
complexity, although some mention has been made of the work of
Prigogine. This approach was adopted because the US account is a good
one for conveying the significance of change and change points for
systems. We now need to consider, carefully, just what sort of systemswe
are dealing with. In this section the arguments of Prigogine and Stengers
(1984) as developed by Reed and Harvey (1992) and Harvey and Reed
(1994) will be outlined. Harvey and Reed describe the kind of systemswe
aredealing with:
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Dissipative systems are the most general expressions of
deterministic chaos found in nature. . . . Dissipative systems are
natural thermodynamic entities capable of evolutionary
behaviour. Two characteristics set dissipative systems off from
other natural entities: First, they have the capacity to import
energy from their immediate environment and transform that
energy into increasingly more complex, internal structuration.
By dint of their ability to increase metabolically their structural
and functional complexity over time, we can say that dissipative
systems are ‘information accumulating’ and ‘information
preserving’ configurations.  Second,  athough  al
thermodynamically ordered systems naturally accumulate
increasing levels of random disorder, dissipative systems have
the capacity to offset thistendency toward organisational decay
by transporting their internal disorder out to their environment.
Hence, the dual ability of dissipative systems to increase and
store information in the form of increasing levels of internal
structuration, on the one hand, and to export disorganisation to
their immediate environment, on the other, are their essential
characteristics.

(Harvey and Reed 1994: 377-8)

Dissipative systems are clearly different from systems in complete
equilibria or stasis, but have to be distinguished carefully from near to
equilibrium systems. Near to equilibrium systemsarenot static and wholly
isolated from their environment but their essential principle is
homeostasis. They return towards their general or ground state. The
mechanisms which operate to achieve this, work through negative
feedback or damping of change. Thiskind of systemic description is, as
Harvey and Reed (1994) show, very much the description whichinformed
Parsons’ work throughout most, if not all, of hiscareer. It wasprecisely the
incapacity of such approaches for dealing with evolutionary behaviour
which was the basis of much critical rejection of them as the basis of
accounts of social reality.

Dissipative, far from equilibric systems, in contrast, are inherently
evolutionary. There are two sources of change which may operate
independently or together in relation to them. First, perturbations may be
externally engendered through the interaction of such systems with their
environment. Here the term ‘environment’ is being used in the general
senseto refer to all aspects of reality outside the system and with which it
has relationships, although it is clear that the more specific usage of
‘natural environment’ isone which isvery generally a source of external
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perturbationin human systems. A good examplewoul d be provided by the
impact of potato blight on nineteenth-century Ireland. Despite the best
efforts of laissez-faire UK governments to assert landlord control over
tenants in Ireland, as a foundation for the capitalist modernisation of
agriculture, it took the intervention of an environmental change to
transform the socia system. Even then the attractor of capitalised
agriculture under landlord control was not available. Instead, conacre
potato growing became transformed politically over time into a system
based on large peasant farmers becoming small capitalist farmers, raising
cattle on standing grass. The perturbation was external to the system.

The other source of change is internal. Spontaneous internal
fluctuationsinfar fromequilibric systemstest theboundariesof thesystem
continuously. Either because of the occasional internal strength of such
fluctuations, or because internal fluctuations interact with external
perturbations, then the system’s boundaries are breached and it is forced
intoanew and radically different trajectory. Thisisprecisely what happens
at bifurcation points, and the strength of internal fluctuations has to be
considered in relation to Feigenbaum series numbers being exceeded by
thevalue of changesin the system’s control parameters.

In reality it would seem that internal and external always interact to
some degree. In the case of the Irish famine the main perturbation was
natural but radical system transformation was only possible because,
instead of policy acting todamp out change, asit would havepreor post the
dominanceof |ai ssez-faire, the British government continued with apolicy
regimewhichreinforced thedestabilising effectsof thefamineitself. It has
to be said that economic innovation, often of course driven by social
conflicts within economic systems, seems to be a constant generator of
fluctuationsin capitalist socia systems. Thisway of thinkingisvery close
totheclassic Marxist account of such transformational changes. Indeed, it
isidentical toit. It isabsolutely a matter of the transformation of quantity
into quality.

Harvey and Reed sum this up with reference to the history of systems
thinking in sociology inthisway:

The dissipative social systems paradigm assumes social order is
not always possible, nor is it necessarily desirable. It does not
begin, as does the Parsonian project, by asking the Hobbesian
question, ‘How is order possible? . .. Instead it addresses the
more perplexing question, ‘How do the mechanisms producing
social order, periodically produce chaos and pave the way for
radical social transformations?

(Harvey and Reed 1994: 390-1)
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Porush spells out theimplications of thisapproach very clearly:

Although Prigogine'sterm ‘ dissipative structures’ hasn't sold as
well [as chaog] it isin most senses much more accurate. First, it
focuses on the dynamic system which undergoes the sudden
transformation from apparently chaotic to increasingly ordered
on the other side of the bifurcation point. Second, it implies the
structure in Prigogine's mathematical model which specifies
when such orderlinessisnot only possible, but likely to arise.
(Porush 1991: 59)

Thereisone additional element which must be added to the specification
of thenature of dissipativesocial systemsof interest tous. Thishasalready
been mentioned but is important and must be returned to. This is their
nested character. Harvey and Reed (1994) argue for this most
convincingly. The point is that we can see an evolutionary process not
merely of specific dissipative systems, but of kindsof dissipative systems.
The route which matters here is that which runs through the domains of
deterministic  chaos—dissipative  systems-biological  evolution—
multilinear social evolution—dissipative social systems. These schemata
areextremely important and will befurther considered in Chapter 2. Here
wehaveto notethat thisisnot ahierarchy of progression and replacement,
but rather represents the devel opment of more specific setswhich remain
part of the larger sets from which they develop. This brings us up to the
notion that evolution isaprocesswhich can occur at severa levels. Wecan
best develop this through a consideration of the idea of ‘fitness
landscapes .

Fitnesslandscapes

Theterm ‘fitness landscape’ describes an approach derived from biology
wherepossibilitiesinevolutionary termsarerepresented by alandscape of
peaks and valleys. The peaks represent high fitness. The point about the
landscapeformulationisthat it showsthat whereyou start fromisof great
importance. Itismucheasiertogoup aridgetoalocal peak thanto descend
into avalley and ascend agai ntowardsamoreremoteand higher peak. Any
fell walker will understand this immediately. Landscapes represent
available options but can themsel ves be changed because evolution is not
just amatter of change in single organisms but also reflects the impact of
change in one organism on others — coevolution. There is a clear
association between the imagery of fitness |andscapes and the idea of far
fromequilibrictimedependent systems. You canonly start fromwhereyou
are and there are constraints on the range of movement, short of a
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revolutionary transformation which changes the whole character of the
global social order.
Kauffman relatesfitness|andscapes and chaosthus:

We will find . . . that whether we are talking about organisms or
economies, surprisingly general laws govern adaptive processes
on multipeaked fitnesslandscapes. . . . The edge-of-chaostheme
also arisesasapotential general law. In scaling thetop of fithess
peaks, adapting popul ations that are too methodical and timidin
their explorations are likely to get stuck in thefoothills, thinking
that they have reached as high asthey can go; but asearchthat is
too wide-ranging is also likely to fail. The best exploration of
evolutionary space occurs at akind of phase transition between
order and disorder when populations begin to melt off the local
peaksthey have becomefixated on and flow along ridgestoward
distant regions of higher fitness.

The edge-of -chaosimage arisesin coevol ution aswell, for aswe
evolve, sodoour competitors; toremainfit, wemust adapttotheir
adaptations. In coevolving systems, each partner clambersupits
fitnesslandscape towardsfitness peaks, even asthat landscapeis
constantly deformed by the adaptive moves of itscoevol utionary
partners. Strikingly, such coevolving systems also behavein an
ordered regime, a chaotic regime, and atransition regime. It is
almost spooky that such systems seemto coevolveto theregime
at the edge of chaos.

(Kauffman 1995: 27)

Coevolutionisnot confined to binary pairsor even multiple combinations
of organisms. Theevol utionary impact of thedevel opment of aspeciescan
transform the whol e eco-system of which it is apart. Human beings have
been particularly good at this for along time. Even in our supposedly
benign role as hunter-gatherers we did for most of the megafauna of the
paleo-Arctic in very short order. The landscapes can evolve. In a
fascinating suggestion, highly reminiscent of the ideas of Teilhard de
Chardin, Kauffman proposes that there is a third level which is the
evolution of evolutionary mechanismsthemselves. That isvery important
in relation to agency and we will return to it. But first to conclude this
chapter.
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Scientistic ‘science’ doesn’t own it
In this chapter ideas which originate in the domain of traditionally
conceived-of ‘science’ have been presented as the basis of a conceptual
tool bag for the development of acomplexity-founded approach to social
science. Itisperfectly trueto say that thosewho arearticul ating theseideas
are at the very least open to their use in thisway. Prigogine and Stengers
(1984) gomuchfarther and recogniseinthemost explicit way thereflexive
interplay between ‘science’ and the  human sciences’ in the devel opment
of these perspectives. Thisis perhapsthe reason why so many USwriters
inthe ‘scientistic’ tradition are uncomfortable with their work. However,
Prigogine and Stengers are exceptional. It is still necessary to say
something about the status of sciencein relation to these concepts and to
say it somewhat brutally. Scientists of a scientistic bent do need to betelt,
just aspostmodernistsarein for atelling in the next chapter.

Hayles has done thistelling and her remarks are ones | would wish to

endorse absolutely:

It should not be surprising, then, to find other sites within the
culture that also embody the presuppositions informing chaos
theory. . . . The question of how such isomorphisms ariseis not
easily answered. Let me say at the outset, however, that | do not
assumethey aretheresult of directinfluencebetween onesiteand
another. In particular I am not [her emphasis] arguing that the
science of chaos is the originary site from which chaotics
emanates into the culture. Rather, both the literary and scientific
manifestations of chaotics are involved in feedback loops with
the culture. They help to create the context that energizes the
questions they ask; at the same time they also ask questions
energized by the context.

(Hayles1991: 7)

Thefoundation of that statement is, to my mind, although Haylesmight not
be happy with this interpretation, essentialy a realist ontology which
suggests that the ‘obduracy of the world'20 is imposing these forms of
understanding on us as our knowledge of the world and our placein these
forms develops (a very modernist notion) beyond simplicity and
reductionism. The next chapter will be concerned with a devel opment of
thistheme.
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2

THE REALITY OF THE
COMPLEX

The complexity of thereal

it is necessary to recall an absolutely founding presumption of
materialism: that the natural world exists whether anyone
signifiesit or not.

(Williams 1979: 167)

Introduction

The purpose of this chapter is to confront socia theory with the
implicationsof complexity. Thisisnot awholly original project. Reed and
Harvey (1992, 1996) have more than begun the ontol ogical component of
the debate through an explicit assertion, endorsed absolutely here, that
Bhaskar’s scientific realism provides a philosophical ontology which fits
pretty well exactly with the scientific ontology underpinning the
complexity programme. Adam (1994b, 1995) and Hayles (1990, 1991)
have, perhaps somewhat tentatively, and for Hayles even ambiguously,
picked up the gauntlet offered to any foundationalist theory by
postmodernism, and done so from a complexity-informed position.
Complex accounts are foundationalist,! although they are absolutely not
reductionist and positivist. It isintended hereto argue that they are surely
part of themodernist programme,2 andreal ly alwayshavebeen throughout
the history of that programme. An understanding of thiswill certainly put
the kibosh3 on postmodernism and poststructuralism. Harvey and Reed
(1994), as noted in Chapter 1, have pointed out the way in which
complexity provides us with the basis of a systemic account of the social
world which transcends the limitations of the homeostatic systems model
basic to Parsonian structural -functionalism. From this we can argue that
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complexity enables usto deal with both of the crucial problemsidentified
for any sociological theory by Mouzelis (1995). It provides a way of
relating the macro and the micro which is not inherently aggregative and
reductionist and it provides away of describing the relationship between
agency and structure which takes account of Elias assertion of the fifth
dimension of reflexive human consciousness.

Mouzelis (1995: 1-2) makesauseful distinction between two types of
theory, contrasting theories of the first kind which constitute substantive
accounts of the world and which are to be sustained or not by empirical
investigation, on the one hand, with theories of the second kind which
provideaset of toolson the basis of which theories of thefirst kind may be
constructed. Inreality the distinction is essentially heuristic. The practice
of science alwaysinvolvesamixing of the two, although Mouzelismakes
a convincing argument for the value of sociological theory as a specific
form of sociological practice concerned with the elaboration and
el ucidation of theoriesof thesecond kind. Heal so establishesthat thevalue
of theoretical formulations of the second kind is their heuristic utility —
their capacity for ‘generating interesting questions and for generally
facilitating empirically oriented research’ (1995: 2). One purpose of this
chapter isto demonstratethat complexity theory satisfiesthiscriterion, but
that is not its only purpose. Mouzelis is much less convincing when he
suggeststhat this sort of task may be undertaken separately from asorting
out of quite fundamental philosophica issues describing the
metatheoretical content of any scientific project. It really isnecessary to
consider thenatureof thereality towhichtheoretical frameworksarebeing
applied, however generally and heuristically. However, with the necessity
of an ontological element asserted, pace Mouzelis, the subject matter of
this chapter will be complexity considered somewhat as a theoretical
programme of the second kind, i.e. asaconceptual framework founded on
the centrality of the forms and processes of deterministic chaos. The
ontological qualification isavery important one. It means that even here
we are dealing with a substantive account of the world — ontological
statements are statements about the nature of reality and itisdifficult tobe
more substantive than that. Nonethel ess, for the moment the programme
will not be attached to accounts of specific historical reality, for me the
demarcating characteristic of theories of Mouzelis' first kind.

Thischapter will consist of threesections. First, it will seek to establish
aclear ontological foundation for complexity as part of the general realist
programme. Second, it will take up the discussion of chaos as a way of
confronting the rational and modernist programme of complexity with the
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post- (and often ir-) rationa programme of postmodernism/
poststructuralism. Finaly, it will devel op the contrast between thecloseto
equilibric and homeostatic account of Parsonian functionalism and its
derivatives (which Mouzelis 1995 demonstrates includes much of
contemporary social theory), begun in Chapter 1. This last element is
important in itself, but becomes even moreimportant when considered as
representing a basis for the conceptual resolution of the structure/action,
macro/micro dilemmas in the framing of socia theory as a basis for
informed social action.

Thecomplexisreal

Sometimes it is necessary to be abrupt. This section will begin with an
abrupt statement. Positivism is dead. By now it has gone off and is
beginningtosmell. If, inthewordsof theRussian proverb, itisrotting from
the head, that means that whilst there are those in science practice who
think that it is still a valid metatheoretical position and foundation for a
methodological programme® there are very few who think about the
validity of metatheoretically-founded methodological programmes who
still think this. The implication of this abrupt assertion is that it is not
necessary to conduct a debate with positivism in this text. There are a
number of good accounts of the demise of positivism and of its general
replacement in science by a more or less realist programme and their
content will not be reproduced here. However, it is necessary to say
something about therange of dominance of realism. Thisisnot total and it
isweakest in sociology and those areaswhich share with animportant and
necessary version of sociology the notion that there is something
distinctive about the social world and the products of human social action.
Thebest way toillustratethisisby referencetotheway inwhich geography
becamerealist and then moved on to something el se, and that will be done
in the discussion of the relationship between postmodernism and chaos/
complexity.

L et us, however, begin by specifying the essential content of therealist
position. This has been most developed by Bhaskar (1986) but he is a
notoriously opague writer and there are much clearer summariesavailable
in Sayer (1992), Outhwaite (1987), Reed and Harvey (1992) and Williams
and May (1996). The essential elementsin realism are the assertions that
that which we observe in the world is real and that it is the product of
complex and contingent causal mechanisms which may not be directly
accessibletous. It hasto be said that Bhaskar usestheterm ‘real’ inamore
restrictive sense than that applied here, and that thereis somevaluein his
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usage. For him the term ‘real’ should be reserved for the complex and
contingent causal mechanisms and the entities which compose them
(althoughthereisaclear holistic element in realism — mechanisms are not
reducibleto their components). The eventswhich happenintheworld are
actual. Those thingswhich we experience are empirical. Thereal may not
becomeactual becausethe causal mechanismsare complex and contingent
and the effects may be blocked. The actual may not become empirical
becauseitisnot necessarily observed.

Outhwaite summarises the implications of thisin away whichisboth
clear and enormously suggestivefor thecompl exity programmeingeneral
andforitssocial applicationsin particular:

Unlike a constant conjunction analysis, which logicaly
presupposes that the system within which ‘causal’ relations are
observedisisol ated from extraneousinfluences, arealist analysis
of causality can account for the interaction of various causal
tendencies within the complex and open systems among which
welive, and which we ourselvesare.

The latter point isimportant, for it isaparticular virtue of a
realist analysisthat it enables usto see the parallels between our
own causal powers and liabilities and those of other physical
objects. Likethehigher animals, wecan choosetoinitiatecertain
causal sequences made possible by our causal powers. Unlike
them, we can reflect on those powers and formulate long term
projects.

(Outhwaite 1987: 22)

The best way to explain realismisthrough an example. | haveafavourite.
In the 1930s Bradbury, a prominent chest physician, carried out astudy of
theincidenceand causes of tuberculosison Tyneside (Bradbury 1933). He
begins his book with arhetorical question: why ask what causes TB? We
all know what causes TB. It isthe TB bacillus. However, thereal problem
is that not everybody exposed to the TB bacillus devel ops the clinical
disease of tuberculosis. In fact, given that just about everybody on
Tyneside in the 1930s was exposed to the TB bacillus, the issue was why
did most people not get the disease? In realist language, exposure to the
TB bacilluswas anecessary but not sufficient cause.

Bradbury’s investigations led him to conclude that the actua
development of clinical tuberculosiswas the product of theinteraction of
three factors, namely poor housing conditionswhich led to overcrowding
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and facilitated transmission of the bacillus, poor feeding and in particular
insufficient consumption of milk which facilitated the infection gaining
hold, and being Irish. Thislast wasaproduct of |essgenerational exposure
tothedisease. TB, likeany good parasite, bred for resistance. Thelrishhad
two generations fewer of urban industrial selection behind them. In other
words the causal mechanisms for clinical TB were complex and
contingent. Good housing and good food blocked the disease. The
epidemiological support for this account is absolute. TB mortality rates
declined dramatically over time in direct association with improvements
ingeneral living conditions. Theintroduction of effectiveantibioticsinthe
1950s made very littledifferenceto therate of decline.”

Reed and Harvey describe realism as a ‘philosophical ontology’,
complexity theory asanew * scientific ontology’, and suggest that the two
may be combined as the basis of a new social ontology through: ‘a
modified naturalist perspective in which societies and institutions can be
treated asif they were dissipative entities' (1992: 354). Their arguments
for the congruence of realism and complexity theory seem wholly
persuasiveto me. Asthey putit, what isrequiredis:

a scientific ontology which fits Bhaskar’s philosophical
framework: one which treats nature and society as if they were
ontologically open and historically constituted; hierarchically
structured, yet interactively complex; non-reductive and
indeterminate, yet amenable to rational explanation; capable of
seeing nature as a ‘self-organising’ enterprise without
succumbing to anthropomorphism or mystifying animism.
(Reed and Harvey 1992: 359)

If werefer back to the description of complexity/chaos theory in Chapter
1, weshould be ableto agreewith Reed and Harvey that it fitsthisbill very
well indeed. Perhapsthecrucial el ement to emphasisehereis‘amenableto
rational explanation’. We need to think about what that means and the
possibilitiesof it quite carefully.

Hereit is necessary to disagree with Stephen J. Gould and his account
of the potential of historical explanation as present in Wonderful Life
(1991). This is indeed a wonderful book and Gould's account of the
contingent nature of the historical development of life provides a
resounding refutation of the reductionist programme in general. His
assertion of thehistorical nature of scienceisonewhichfitsvery well with
the complexity programme. Harvey and Reed (1994) take it up in exactly
that way. However, in thistext Gould confines the potential of historical
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reconstruction to explanation and explicitly rules out the possibility of
prediction in his extensive and fascinating discussion of the nature of
history (1991: 277-91). For Gould, what matters is contingency
interpreted as chance, which he counterposes to the reductionist laws of
linear science. Inarevealing passage heremarks:

Am | really arguing that nothing about life's history could be
predicted, or might follow directly from the general laws of
nature? Of course not; the question that wefaceisone of scale, or
level of focus. Life exhibits a structure obedient to physical
principles. We do not live amidst a chaos of historical
circumstances unaffected by anything accessible to the
‘scientific method' astraditionally conceived. . ..

But these phenomena, rich and extensive asthey are, lietoo
far from the details that interest us about life's history. Invariant
laws of nature impact the general forms and functions of
organisms; they set the channels in which organic design must
evolve. But the channels are so broad relative to the details that
fascinate us! The physical channels do not specify. . . . Whenwe
set our focusuponthelevel of detail that regulatesmost common
questionsabout thehistory of life, contingency dominatesandthe
predictability of general form recedes to an irrelevant
background.

(Gould 1991: 289-90)8

It is important to note that Gould does not equate contingency with
randomness, explicitly differentiating thetwo thus:

| am not speaking of randomness. . . but of acentral principle of
al history — contingency [original emphasis|]. A historical
explanation does not rest on direct deductions from laws of
nature, but onanunpredi ctabl e set of antecedent states, whereany
major changein any step of the sequence would have altered the
final result. Thisfinal resultisthereforedependent on, contingent
on, everything that came before — the uneraseable and
determining signature of history.

(Gould 1991: 283)

Gould’'s own brilliant citation of Capra’s It's a Wonderful Life providesa
good basis of argument with him, and a beautiful illustration of social
bifurcation. The interesting thing here is that the decent humane co-
operatively founded Bedford Fallsonthe onehand and the rentier-induced
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urban horror of Pottersville on the other are exactly the two sides of a
bifurcation — the two wings of the butterfly attractor. The difference, the
determining perturbation, isof coursethewonderful life of GeorgeBailey.
Clarence the angel has to show George what he has done, but we should
remember that George was shown how to do it long before and well
understood what wasto be done. Hewasimitating the actions of hisfather
and took over the responsihility for the Savings and L oan when hisfather
died, precisely because he had the same combination of moral valuesand
genera competence — the scene where he tells his mother what a decent
man hisfather is, and is sharply told by the black maid that it iswell time
herealised it, setsthat up, asdoesthe subsequent scenewherethedirectors
of the Savingsand Loan makeit plainthat it will fold unless he takes over
as manager. All his actions were well understood by himself for exactly
what they were. Hewas always conscious of why heacted. What hedidn’t
see, until shown by Clarence, was the non-linear product of those small
perturbationsinthelocality of thebifurcation.

Peak and Frame have asked the question to which Gould, in my view,
providestheweak answer:

We are accustomed to judging the worth of ascientific theory by
its ability to synthesise data and organise observation and
[original emphasis] by its ability to make accurate predictions.
Does the existence of sensitive dependence on initial conditions
mean that the science of chaotic systemsisdoomed to be purely
taxonomic, devoid of predictive power?

(Peak and Frame 1994: 151)

Gould makesavery powerful defence of thelegitimacy andimportance of
taxonomy, of ‘mere’ stamp collecting, as the foundation of historical
explanation. This in itself is an important statement to the effect that a
historical conception of science takes us beyond classification to the
possibility of retrospective explanation in historical terms. It is the weak
programme of deterministic chaos. However, we still want to know where
we might be not passively going, but actively getting to. If wecansetupa
strong programme we want it.

We can turn back to Peak and Framefor an optimistic positionin their
interesting discussion of ‘ controlling chaos' . Asthey say, if asystem obeys
rules we can control it once we know what those rules are. What they
suggest isthe possibility of gentle control of chaos by the introduction of
small perturbations which maintain the stability of the system. | would go
further. Inthe nature of bifurcation points, small perturbationscan achieve
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not just stability, but the possibl e transformation of the system to a better
of two alternatives. Thisrequires knowledge of what to do, and abelief in
theefficacy of the actions. George Bailey surely had thefirst. Clarencethe
angel had to show him the truth of the second.

That is the profoundly optimistic implication of the possibility of the
understanding of the domain of complexity as characterised by robust
chaos. We can come to see what makes the difference. And if we can see
what makesthe difference, then we can makethedifference. Itis, to quote
O’ Connor,? ‘ not amatter of what will happen, but of what will be madeto
happen’ (1982: 328).

Thesimilarity between the notion of crisis, asdiscussed by O’ Connor,
and the character of a bifurcation point is evident. This is yet another
resonance between Marxist thought in the tradition of historical
(absolutely not dialectical) materialism, and the complexity programme.
Crisesare turning pointsin which things cannot stay asthey are. To quote
the horrendous jargon of contemporary ‘human resources’ management
when destroying the conditions of workers, status quo is not an option.
However, thereismorethan oneway inwhich thingscan go. Agency isthe
basisof that difference.

Complexity against postmaoder nism

where scientists see chaos as the source of order,
poststructuralists appropriateit to subvert order.
(Hayles 1990: 176)

Haylesbeginsher discussionof ‘ cultural postmodernism’ withadefinition
of itas' therealization that what hasal waysbeen thought of astheessential,
unvarying componentsof human experiencearenot natural factsof lifebut
social constructions' (1990: 265). That seemsabsol utely correct, although
it should be noted that if postmodernism is socia constructionismitisa
rather primitive version of what in sociology has been an interesting and
important strand of the discipline’s project. The reason for thisisthat all
that interests postmodernismisthe social construction of knowledge. The
social constructionist positioninsociology initsoriginal form asserted the
distinctiveness of social reality from physical reality, because the former
wasthe product of human social action, includingintentional social action.
Thisontological distinction had epistemol ogical consequences, expressed
inageneral endorsement of Weber’sprincipleof verstehen—interpretative
understanding, in which we must understand people€’s actions in terms of
the meanings that they themselves attach to them. In sociology the
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postmodern turn hastaken theform of thereflexing of thismetatheoretical
account back onto the discipline itself, so that it too becomes a social
construction to be understood in social terms. Thisisnot anovel project. It
is after all exactly what Karl Mannheim was engaged in fifty years ago.
True, we might prefer not to turn to sociologists as Platonic guardians of
truth, but the social nature of science cannot and should not be disputed.10
However, the original programme of socia constructionism had
relatively limited objectivesand wasstill presented, perfectly correctly, as
part of a programme of rational understanding. Its first objective was to
dispute theterritorial claims of positivism to stand as ametatheory for all
science. That fight is long over. Its second was to justify a sociological
programme concerned with the creative capacity of human beings, not just
as reflexive contempl ative critics, as knowers, but even more asreflexive
understanding actors, as doers. It seems perfectly proper that the social
constructionist programme should have been extended as the basis of a
sociology of science. The problem was that in so doing it met up with an
anti-rationalist programme, much of whose ancestry isto befound in the
work of Heidegger, which manifestsitself under thetitle* postmodernism’.
Thecore of thisposition iswell expressed in aquotation from Graham:

knowledges are fully congtitutive socia processes rather than
dependent reflectionsof anindependent real. . . . Likeother social
processes, knowledges differ from each other in the ways in
which they are congtituted and in their socia effects, but they
cannot beranked hierarchically onthe basis of their closenessto
or distance from a singular objective or unchanging ‘reality’. In
other wordsthetruth of particular knowledgesisnot adjudicated
inauniversal setting butisparticular to certain social settingsand
validation practices.

(Graham 1992: 398)11

This absolute relativism in the essence of this ‘grand narrative’ — for
postmodernism is itself a grand narrative despite its rejection of the
possibility of grand narratives — can seem to resonate with non-linear
science’s rejection of general accounts and its emphasis on local
understandings. We certainly cannot have a linear, law derived,
reductionist founded, version of the history of any process of evolutionary
or other change. However, as Gould shows so clearly, we can have an
understanding of that process which can be ‘tested’ against reality by
procedures which may indeed serve to privilege one account against
another. Historical science remains science.12
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It isrevealing that Adam, whose work could on a superficial reading
seem to be open to appropriation as part of the postmodern programme, is
very careful to distinguish her approach fromit:

| wanttofocusmoreexplicitly onthe principleof implicationand
show itsrelevanceand utility for theorising temporal complexity.
Thisrevisionary concept, | suggest, ispivotal for aconsi stent and
coherent dissent from the Enlightenment episteme. It transforms
recognition of complexity from a rather non-committal and
circumspect pluralism into a critical and radical socia science
criterion whose points of departure are both continuouswith and
distinct from allied postmodern and feminist critiques of that
tradition of thought.

(Adam 1995: 151)

Actually this is too tentative on Adam’s part. Her project centres on a
reconceptualisation of the social nature of time, in a way wholly
compatible with the rejection of linear Newtonian time as a universal
principle which is such a central element of the conceptualisation of the
evolution of dissipative systems, but a reconceptualisation is not a
rejection. Onthe contrary, Adam’ s assertion of the centrality of timeinthe
socia is inherently evolutionary in its implications and as such is
absolutely incompatible with postmodernism’s essentially atemporal
character.

| stated earlier in this chapter that Hayles, however tentatively and
ambiguoudly, differentiates between the postmodern programme and
chaos/complexity.13 | certainly think this is the absolute implication of
much of what she says, but when it comes to specification she actually
identifies* scientific chaos' asitself ‘a postmodernism:

To speak of the sciences of chaos as postmodern scienceisnotin
my view to speak incorrectly. It isto speak carelessly, however,
unless one specifiesthe tensionsthat mark a specific siteand re-
mark it with the distinctive dynamics that characterise it. . . .
Having acknowledged the importance of local differences, |
shouldliketomake aglobal conjectureabout why the sciences of
chaos have been so energised by cultural postmodernism. Many
scientists have commented that working on chaos has allowed
them to renew their sense of wonder. Although they do not put it
in this way, they intimate that chaos has given them a sense of
beingintouchwiththeL acanianreal. For them, chaosisanimage

44



THE REALITY OF THE COMPLEX

of what can betouched but not grasped, felt but not seen. Atatime
when resistance to mastery is so sophisticated that it cannot help
but be perceived as masterful, chaos presents them with a
resistancethat alleviatesthefear of mastery.

(Hayles 1990: 292-3)

It is this issue of mastery which is offered so often as the crucia
di stinguishing difference between the postmodern and the modern. | want
to argue that the dichotomy between dominationl4 of nature and the
denaturing of the social is inherently false, even as we shall see in the
subsequent discussion of the character of medical knowledge, as a
description of the effective practices of modernity itself. It is even more
inappropriate asadescription of the potential of complexity asascientific
programme which realises the reality of nature and works with it rather
than attempting to wring truth from it and transform it without regard to
natura limits. Hayles is perfectly right to identify this retreat from
domination as a possible postmodern element in the science of chaos/
complexity, but it is only one possibility. It is also possible that chaos/
complexity can serve as the basis of a different sort of rational project
which allows for, and indeed asserts, the absol ute necessity of conscious
human agency in knowledge-based social transformation.

Oneway to conceptualisethiswould beto beexplicitly dialectical —to
seethelinear and reductionist as athesis, postmodernism as an antithesis
and complexity as a synthesis. This formulation has its attractions,
althoughitisnot an historically accurate account of the nature of either the
genera development of knowledge systems or of knowledge-informed
human social actions.1® In any event it seemsto methat thereisaradical
and essential difference between chaos/complexity and the postmodern
programme. ThequotationfromHayleswhich servesasan epigraphtothis
sectionrefersof courseto the contemplative use of thetwo programmesas
means of understanding, but it al so resonateswith their potential s as bases
for social action expressed in terms of the results of such social action. In
the case of postmodernity we have to accept that the form of social action
is absolute social inaction — the disengagement of theintellectual project
from any commitment to any social programme whatsoever — bone
idlenesspromoted to ametatheoretical programme. Herewemay interpret
sloth, which after all isadeadly sinand carrieswithit theimplication of the
exercise of free will, as a form of action. Complexity/chaos offers the
possibility of an engaged science not founded in pride, in the assertion of
an absolute knowledge asthe basisfor social programmes, but rather ina
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humility about the complexity of the world coupled with a hopeful belief
inthe potential of human beingsfor doing something about it.

It is difficult to improve on the swingeing criticism mounted of the
postmodernist project by Mouzelis, and | will not attempt to do so, not | east
becauseit provides an excellent link to the themes | want to pursuein the
last section of thischapter:

the poststructuralists’ total rejection of the agency—structure and
micro—macro distinctions, as well as their failure to show how
discourses or texts are hierarchized via unequally empowered
agents, hasled to asystematic neglect of the hierarchical features
of complex societies, as well as to the disconnection, or very
tenuous connection, between theory and empirical research.
(Mouzelis 1995: 6)

Theobjectiveof thisbook isprecisely to present a‘ theoretical framework’
asapotential for empirical research and subsequent, or even simultaneous,
action. To get on withthat it isnow necessary to turn towards sociol ogi cal
theory itself.

Sociological theory —another way to put it right

Mouzelis' timely book Sociological Theory: What Went Wrong? (1995)

coherently and exactly identifies the two crucial criteria by which any

theory must bejudged. Theseare:

1 How adequate is it in relating the micro level of individual and
individual action to the macro level of society asawhole?

2 How adeguate is it in conceptualising the relationship between the
conscious agency of individual and/or collective social actors and the
socia conceived of intermsof social structure?

We might add, as Mouzelis does in his general review of the Parsonian
project, athird question:

3 How adequate is it in terms of providing an explanation for
discontinuous and fundamental changesin the character of the social
system asawhole?

The purpose of thissectionisto assert, and perhaps even demonstrate, that
thinkingintermsof society asconstituted asadissipativeand evol utionary
system, thinking about it in terms of the conceptual structure of chaos/
complexity, isagood way of resolving these questions. Theapproach may
not meet with Mouzelis' approval. Itisinherently foundationalist. It makes
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very firm statements about the nature of reality itself. It iscertainly not a
modest project in any way. The combination of the philosophical ontology
of critical realism and the scientific ontology of chaos/complexity
congtitutes a very general, indeed absolute, claim about the nature of
scientific understanding and the character of scientific investigation. Yet,
contrawise, this imperialistic and foundationalist project does start very
much fromthe same premi sesasserted by M ouzelisasthe basisof amodest
and provisional programme;

If, contra modernism,16 we accept that the only interesting
substantivegeneralizations. . . inthesocial sciencesarethosethat
takeinto full account context in terms of time and space; and if,
contra postmodernism, we respect the autonomous logic of
sociological theory, then we should put at the centre of our
preoccupations the modest and ever provisional production of a
set of interrelated tools that can prepare the ground for the
empirical investigation of the social world.

(Mouzelis1995: 152)

Chaos/complexity, becauseit isfoundedinarecognition of the non-linear
character of redity, isabsolutely concerned with theimplications of local
context expressed in terms of time and space. Chaos/complexity, because
it recogni sesthesignificance of emergent properties, assertstheemergent,
distinctive and non-reducibl e character of the social, and thereby respects
theautonomousl ogic of sociological theory.17 Chaos/compl exity, not least
and perhaps most importantly, because it provides a basis for a new
formulation of the quantitative programme in sociology, isatool-making
strategy par excellence. However, the assertive general conceptualisation
of all systemsasanal ogically dissipativeismuch morefoundationalist and
universal than Mouzelismight wish. Wewill returnto thisissueof analogy
in a moment. For now, let us see what complexity/chaos has to say to
Mouzelis' explicit andimplicit questions.

Let us deal with them in the order 3-1-2. The adequacy of the
dissipative systems account for handling the issue of discontinuous
genera systemic change has already been dealt with, following Reed and
Harvey (1992, 1996), Harvey and Reed (1994) and Prigogineand Stengers
(1984), in Chapter 1. What we have is exactly atheory which describes
discontinuous general systemic change, precisely by distinguishing
between close to equilibrium homeostatic systems of the kind which
informed Parsons’ formulation, and far from equilibrium dissipative and
evolutionary systems. Changeisno problem here.
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The way in which we can use chaos/complexity as a framework for
understanding micro/macro inter-relationships requires somewhat more
elaboration. Here Mouzelis gives us a good kicking-off point in his
criticism of theinadequacy of rational choicetheory:

rational choice theory tends to link micro with macro levels of
analysisvialogico-deductive methodsthat resultin theneglect of
‘emergent’ phenomena and/or the various sociohistorical
contextswithin which rationality takesits specific forms. In that
sense it comes up against the following dilemma: in so far asits
mainly logico-deductive theorising refuses to take into account
‘emergence’, history and context its statements (like all
transhistorical, universalistic statements) tend to be either wrong
or trivial. On the other hand, when rational-choice theory does
seriously consider institutional context, it loses its distinctive
profileand itslogico-deductive elegance.

(Mouzelis 1995: 5-6)

Chaos/complexity’s capacity for handling issues of micro/macro inter-
relationships lies exactly in its central concern with emergent order. The
problem that rational choice theory (and any ‘market’-founded social
theory) faces, is that the best it can come up with as an account of the
foundation of social action is the aggregation of individual actionsin an
additive/linear way. The technical foundations of modern economics lie
exactly in the development of linear and integrable mathematical models
which are asserted (not demonstrated, asserted) to be isomorphic with
significant social reality. This providesno basiswhatsoever for collective
social actors whose character is not reducible to the sum of the entities
congtituting them. In statistics this is the general problem not just of
hierarchically ordered data sets, but of a reality which is itself
hierarchically ordered, and we will come back to this formulation of the
issuein Chapters3and 4.

The point can be illustrated by reference to that simplest of social
collectivities, thehousehold. Thereare aspectsof thehousehold which can
be understood in terms of the additive sum of itsindividual constituents—
expenditure is the most obvious. There are other aspects, of great social
significance, which cannot be so understood but wherewe haveto think of
the household as an emergent and historically contextualised system,
composed of more than the sum of the individual social atomswho make
it up. A good example is provided by the very important problem of
assigning someoperationalised version of ‘ social class' toahouseholdand
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toitsmembers. Thishasgenerally beendoneby usingtheoccupation of the
‘head’ of the household understood as the male ‘breadwinner’. The
obsolescenceof thosetermsillustratesthenature of theproblem. If wetake
any Weberian conception of socia hierarchy, we might consider that we
could assign market-related class of a household on the basis of the
compound sum of material resources available to it from individual
income contributions and the composition of individual and collective
weslth. However, we could not do thiswith status. Herewewould haveto
deal with acomplex andinteractive set of factors, whichwouldincludethe
character of the relationships among household members and especially
the socio-legal connections of adultsto adults and adults to children. The
singleparent-headed househol d, the cohabitee-founded househol d and the
‘married couple’ represent three different forms with quite different
implications, notably in terms of inherent stability as entities. The
necessity for interaction terms in any quantitative model shows the
existence of emergent properties.

This is not a problem if emergent properties are permitted. The
essentially holistic conception of chaps/complexity descriptions of nested
systems facilitates exactly this kind of account of micro/macro relations,
which is of course extensible both to more complex levels (eg.
aggregations of households in space to congtitute distinctive
neighbourhoods — see my refutation of the conception that such an
approach involves an ecological falacy, in Byrne 1995a), and to other
emergent complex formations. A good exampl e of thelatter isprovided by
theschool whereemergent propertiesareagain the product of complex and
essentially social interactions.

Newman has put thispoint well in general terms:;

Causal theories of emergence suggest that emergent properties
are properties of structured wholeswhich have causal influence
over the constituents of thewhole. . . suggesting that one of the
emergent propertiesthat a system can have isthe power to exert
causal influence on the components of asystem in away that is
consistent with, but different from, the causal influences that
these components exert upon each other.

(Newman 1996: 248)

If weturnto the relationships between agency and structure, conceived of
in complex terms, then we need to have recourse to consciousness and
reflexivity, to Elias’ fifth dimension. Reed and Harvey comment:
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The questions of agency raised by the symbolic production of
humansis quite another matter [from external perturbation], for
in human societies we confront the possibility that the locus of
perturbationsin certaininstancesmay beinternal to society itself.
As Nicolis and Prigogine (1989: 238) have suggested, human
systems differ radically from nature on this point. In social
systems, perturbations of far-from-equilibrium conditions can
originatein the values and actions of humansthemselves.

(Reed and Harvey 1992: 370)

Again, thisisbestillustrated by example. L et metake onewhichiscentral
tothe subject of social policy which | teach —theissue of the emergence of
‘welfarestates’ and the particular example of the Britishwelfare state asit
was put together in the period 1945-50. If welook at theform of the social
structures of welfare which were created in that period we can see the
considerable extent to which they reflected the character of pre-existing
systemsand thelimits of the social and economic context. What had gone
before mattered. The general economic and historical context mattered.
However, there were crucial demarcating differences between the system
created post-war and itsprecursors. Therewasanon-linear transformation
of kind. This was essentially value-driven and the product of collective
actions. Hennessy entitled his outstanding discussion of this period Never
Again (1993). Never Again is a statement of historically contextualised
values. Inthe period of reconstruction after atotal war, the mgjority of the
British electorate (Labour and Liberal voters both voted for this sort of
programme) recognised that through an act, the way they cast their vote,
they could determinethekind of post-war society which would be created.
It was by no means inevitable that this would be the kind of welfare-
oriented system which was actually established. Barnett’s Audit of War
(1986) argues that the wrong choi ce was made and that the prioritising of
economic devel opment withamuch moreresidual welfarefunctionwould
haveledtoa'stronger Britain’ inthe post-war period. Wemay well regard
this as elitist tripe but the Conservative programme was oriented in this
direction.

Perhaps an electorate in general and one component of it in particular
has never been so well informed about the nature of the choice facing it.
The British Armed Forces had available a programme of education inthe
prospects of peace (debates and adult educational classeswereafar more
acceptable way of occupying the enormous amount of down time of a
modern army than drink and whoring, particul arly acceptableto the decent
and moderategenerationwho composed thosetroops: seeFraser 1992) and
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they made their choice voting against their war leader in theratio of 9:1.
That was George Bailey to the power of six million.

Social history at any scaleisfull of agency, of agency at any scale. At
the moment we can see in the enormous individual agency of Rupert
Murdoch an excellent illustration of theimportance of Mouzelis' absolute
insistence on the significance of mega-actors, ‘individual actorsin control
of considerable resources whose decisions stretch widely in space and
time’ (1995: 16). TheMurdoch empireisfounded precisely onthecapacity
of Murdoch for recognising thekey bifurcation pointsintermsof theinter-
relationship between technology and communications systems, and
achieving dominance, the attractor in which his companies control the
mediachannels, throughvery direct actionsinrel ationto political systems.

Conclusion

Chaos/complexity is of course inherently systemic. What is crucially
important about it isthat it is systemic without being conservative. Onthe
contrary, the dynamics of complex systems are inherently dynamic and
transformational. At the sametime, eveninitsweaker retrospectiveform,
it is foundationalist in that it does provide a basis for single knowledge
claims. Of course it alows that there is a social element in scientific
practice. Gould's Wonderful Life (1991) precisely locates the original
interpretation put on the Burgess Shale fossils in relation to the socio-
cultural milieu in which that interpretation was made. However, Gould
does not fall into the postmodernist trap of saying that to recognise the
socia context is to relativise al knowledge. He regards contemporary
interpretations as more closely aligned with the actual real natural world.
Thereisaprivileged truth, and that is to be established through empirical
investigation.

At thesametime, asReed and Harvey demonstrate (1992: 370), chaos/
complexity shares critical realism’s insistence on the emergent material
character of understanding in particular and social actionin general. This
means that it not only serves as a basis for demarcating the distinctive
character of the social as an object of knowledge, but also alows for the
reflexive, knowledge informed, reconstitution of the social order.

The next two chapters of this book will be concerned with the
conceptual and practical possibilities of the quantitative programme in
social science, as abasis for knowing the complex. Before proceeding to
them there remains one issue which needs discussion here. That is the
nature of analogy as understood in relation to dissipative, evolutionary
systems. This term has to be distinguished very carefully from that of
metaphor. Khalil (1996: 4—7) discusses the different forms of metaphor
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precisely in relation to thisissue. He speaks of superficial (equivalent to
simile), heterologous (or analogous), homologous and unificational. It is
thelast three typeswhich concern us here. Khalil definesthem thus:

Heterologous likeness denotes a similarity arising from the
resemblance of analytical functions [original emphasis], when
the respective contexts are different. In contrast, homologous
likeness designates a similarity emanating from the resemblance
of contexts [original emphasis] even when, although it is not
usually the case, the analytical functions are different. . . . The
unificational metaphor expresses similarities when they arise
from the same law.

(Khalil 1996: 5-6)

Theideaof analogy asit will beusedin thisbook combineselementsof the
heterologous and unificational. It is heterologous because it describes
similarity of function. It isnot homol ogous because thereis not necessary
relationship of context. Thereisaunificational element, although not one
that can be expressed in terms of a simple universal law. Rather the
unificational element is the self-similarity of dissipative systems at
whatever scale. A dissipativesystemisadissipativesystemisadissipative
system, whether itisacell, an organism or acity. Thisisnot astatement of
reductionism, nor is it a statement of the general applicability of a
predictive law. There is no predictive covering rule here. Rather, the
homologous character of dissipative systems — their generally similar
propensities, possihilities, ways of becoming rather than being — reflects
their character as both limit-bounded and limit-testing systems. In this
context the operation of the Feigenbaum seriesdoesnot represent alaw but
rather auniversal. The controlling parameters are not bound to change by
the necessary orders, but if they do, then the chain of bifurcations does
occur. Cohen and Stewart describethisas* ameta-law, alaw about laws, a
common pattern shared by an entire class of rules’ (1995: 266).

Again, an exampleisnecessary. Thereisavery obviousoneto hand —
that of abiological ecological system and acity considered asasystem of
neighbourhoods (see Byrne 1997afor a development of this). Note very
carefully that the complex account of a biological ecology is not to be
equated with the Spencerean crude and reductionist

Darwinism which underlay classical Chicago School urban ecology.
Remember also that the periodicity of cyclesinacity isconstructed from
a socialy grounded time, whereas a simple natural ecology may even
operate on an annual cycle, although ecologies too may have a non-
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Newtonian temporality. The point isthat both an ecological system and a
city system will change in ways which show the development of
bifurcationsif key controlling parameters are changed by the appropriate
ratio. Both change in non-linear ways. Neighbourhoods ‘flip’ in terms of
key descriptors, for exampleof order/criminality, if key order-maintaining
parameters are changed. Ecologiesflip in terms of species content if key
resourceinputsaretransformed. Thetwo systemswork in the same sort of
way becausethey arethe same sort of system. They arefar fromequilibric
dissipative systems. That isthe meaning of analogy here.
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3

COMPLEXITY AND THE
QUANTITATIVE
PROGRAMME IN SOCIAL
SCIENCE

Itisvery striking that the classic technique devel opedin response
totheimpossibility of understanding contemporary society from
experience, thestatistical modeof analysis, haditspreciseorigins
within the period [early nineteenth century] of which you are
speaking. For without thecombination of statistical theory, which
in a sense was aready mathematically present,l and
arrangementsfor the collection of statistical data, symbolised by
the founding of the Manchester Statistical Society, the society
that was emerging out of the industrial revolution was literally
unknowable.

(Williams 1979: 170)

Introduction

The programme of chaos/complexity in science is clearly quantitative,
althoughitisintimately linked with therecognitionthat thedominant form
of the quantitative programmein science haslimits and has reached those
limits. It isnecessary to say something about theselimitsbeforewego any
further. There arethree aspectsto consider:

1. thelimitstoformalisation of any mathematical system established by
Godel;

2. thelimitsto capacity of measurement central to deterministic chaos;
and

3. the working limits for the expression of mathematical formalism
derived from the non-linearity of thereal systemswith which chaos/
complexity isconcerned.
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We surely have a quantitative programme here, but equally surely that
guantitative programme has uncertainty writ three times at its very core.
Thisiscrucial and the development of the implications of this statement
will formalarge part of thischapter, but hereit simply hasto besaid before
wegoon.2

Nonetheless  chaos/complexity involves both  quantitative
measurement and the devel opment of mathematically formali sed accounts
of reality based on those measurements — the twin essentials of any
guantitative programme of scientific understanding. Quantitative work is
clearly privileged in discussions of the application of chaos/complexity to
any substantive area of science. Rumour hasit that sociology is excluded
from the Santa Fe Institute because it has no coherent quantitative
programme. It is quite usual to encounter statements of the kind
represented by Kiel and Elliott’s remarks3 to the effect that:

The obvious metaphorical value of applying atheory of chaosto
thesocial realm has served asanimpetusfor the emergence of the
application of thistheory to social phenomena. Yet chaostheory
isfounded on themathematics of non-linear systems. Thussocial
scientists, in the efforts to match the mathematical rigour of the
natural sciences, areincreasingly applying thismathematicsto a
variety of social phenomena. Time-seriesanalysisisessential to
theseefforts, asresearchersstriveto examinehow non-linear and
chaotic behaviour occursand changes over time. . . . Economists
and politica scientists have applied chaos theory with
considerable methodological rigor and success to the temporal
dynamicsof avariety of phenomenaintheir fields. Chaostheory
has al so been applied to sociology. In thisfield, however, more
than in economicsand political science, such effortshavetended
towards metaphorical and postmodernist or poststructuralist
usages. . . . Thus, while this volume does not include rigorous
mathematical assessments of chaotic dynamics in the subject
meatter of sociology, the applications in political science and
economics should serve as foundations for the development of
such researchin sociology.

(Kiel and Elliott 1996: 2-3)

The purpose of this chapter is to suggest how we might conceptualise a
chaos/complexity-founded quantitative programme in sociology. It will
continue the already established motif of regjection of any kind of physics
envy, by arguingfirst that central to any such project isthe devel opment of
acoherent understanding of how wemeasurewhat isgoing onintheworld,

55



COMPLEXITY AND THE QUANTITATIVE PROGRAMME

and second, that the quantitative methods through which we might do this
are not necessarily those applied in physics, although they certainly will
haveto pay attentionto changesthroughtime. Indeed theactual superiority
of the sociological programme in relation to the first of these elements
needsstating clearly. Not only does sociol ogy understand the social nature
of the measurement process, but it has available a method which when
understood for what it isand not regarded as some quasi or ersatz form of
experiment, is actually capable of dealing with complex co-variation in
reality and canrelatively easily be extended to deal with such complex co-
variation over time. That method is the socia survey, and in particular
those surveyswhich arelongitudina inform.

This chapter will be organised as follows. It will begin with a
discussion of the general inductive problems for any quantitative
programme which are related to the measurement uncertainty in chaotic/
complex systems, and of the surprisingly similar deductive problems of
any kind of mathematical formalism in the aftermath of Gddel’s work.
Thesecometogether, at least in principle, inthedifficultiesencounteredin
developing any but themost trivial of formal mechanismsfor the solution
of non-linear equations, theactual illustration not only of thelimitationsof
Newton's mechanistic model of reality, but also of the adequacy of the
differential calculuswhich hedeveloped asaway of describing that reality.
Wewill need to consider theimplications of natural sciences' quantitative
programme’s turn to a strange mixture of brute computing force and
qualitative* description as a way of handling accounts of non-linear
systems.

The next section of the chapter will take the form of are-examination
of the quantitative programme in sociology from a chaos/complexity
perspective. We will not attempt to fit sociological research into the
methods used in the natural sciences, or rather more precisely in physics,
physical chemistry and biochemistry. Rather the actual quantitative
method of sociology, the socia survey, will be considered in chaos/
complexity terms.5 This consideration will be methodological rather than
method centred. It will attempt to explain what social surveysareactually
doing and how they might serveasthe basisof acausal account foundedin
an understanding of the nature of a social system which is subject to
deterministic chaos.

Theword ‘ system’ isvery important here. Far too often attempts at the
development of aquantitatively founded causal account in sociology have
really been relatively trivial models of the determinants of outcome for
individuals or other entities within a social system. What isrequired isa
return to the concern with the nature of the social system as awhole, the
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actual focus of the socia statistics movement as it was originally
conceived. This point may appear simple when baldly presented, but is
absolutely fundamental in explaining theactual limitations of quantitative
sociology as a project thus far. It will be elaborated with particular
referenceto the possibleuse of system descri ptive secondary datasources.

It is important to establish a distinction between the content of this
chapter and Chapter 4. Here the emphasis will be on a methodological
justification of a complexity-founded quantitative programme in
sociology. In Chapter 4 there will be a presentation of actual methods of
guantitative analysiswhich might formthe basis of such aprogramme.

Thelast element inthischapter will takeup and generalisethequestion
asked by Marshin her seminal book on social surveys(Marsh 1982). Can
any quantitative programmein sociol ogy get beyond adequacy at thelevel
of causeb and grapple with adequacy at the level of meaning? This is
particularly important, not only because interpretative explanation is
essential for any scientific account of the social, but because of the inter-
relationship between meaning and reflexive social action founded in
knowledge of the potentialities of theworld —the basis of the programme
of social intervention derived from the account of robust chaos presented
in Chapters1and 2.

M athematicsasanalogy

Mathematical descriptions of nature are not fundamental truths
about the world, but models. There are good models and bad
modelsand indifferent model's, and what model you use depends
on the purposesfor which you useit and therange of phenomena
whichyouwant tounderstand. . . reductionist rhetoric. . . claims
adegree of correspondence between deep underlying rules and
reality that is never justified by any actual calculation or
experiment.

(Cohen and Stewart 1995: 410)

Mathematics is dso seen by many as an analogy. But it is
implicitly assumed to be the anal ogy which never breaks down.

(Barrow 1992; 21)

The quantitative programme in any science has two forms. The first,
simplest, and often best isthe use of numbersto describewhat isreal. Even
thissimpledescriptive programmehasitsvery real problems. In particular
it must always confront theissue of whether or not what i sbeing measured
isinany way really ameasureof what isbeingthought tobemeasured. This
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isthefundamental problem of thevalidity of operationalisations,” theissue
of whether the way in which we describe some variable in terms of the
procedureused to measureit doescorrespond totheactual concept wehave
generated on the one hand, and an aspect of reality on the other —thetwo-
fold problem of reification and adequacy of measurement.8 It is often
asserted that we always measure by fiat,® by asimple declaration that we
aremeasuringwhat wethink we are measuring. Theseissuesareimportant
but we will not attempt to resolve them here. Instead, with a clear and
absol ute endorsement of the social character of the measurement process
in terms of its ‘emergent realism’ (i.e. the view that measures are social
constructsbut aremade out of somethingreal rather than being reifications
without any necessary correspondence with reality) having been declared,
let us proceed to the next step — that of using formalised mathematical
models to stand as accounts of causal processes in reality — the move
beyond description to explanation.

Thereisoneother aspect of thequantitative programmewhichwehave
to get out of theway before we can proceed with that discussion. Much of
theapplication of statistical reasoningtothesocia worldisconcernedwith
problems of statistical inference, with attaching probability statementsto
things which are derived from samples. This can be distingnished from
exploratory descriptive work by referring to it as involving a process of
confirmation. Such confirmationisvery important, but itisnot the basis of
quantitative causal reasoning in science. What it doesis provide away of
handling the issues which arise when we want to say something about a
whole (universe, population) on the basis of information about part of it (a
sample). The measures that we have from the sample may be
representative of theworld or they may differ from the world because we
haveasamplewhichisnot liketheworld fromwhichitisdrawn. Thepoint
about statistical inference is that it quantifies the likelihood that such
‘sampling’ Type | or Alpha errors have arisen.19 Significance tests
function as a way of deciding whether to accept or reject the sample's
version of theworld, but they arenot inthemsel vesan account of theworld.
Thisdivisionisnot assharpin practiceasitisconceptually. Not only must
we always test for significance with any elements of a model which are
samplederived, but analysesof contingency tablesdo often proceed by the
use of significance measures. Nonetheless, inference is not about
causality.1t

At thelevel of description wesimply attach the properties of anumber
(and the extent to which we attach those properties indicates the level at
whichweare measuring) to acaseasthat case’ sscoreonthat variable. The
next stage in the process of quantification is the actual formalising of a
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model of the world so that not only are the variables as measured
consideredto bevalid quantitativedescriptionsof aspectsof theworld, but
we can also describe the causal relationships among variables. Pure
mathematics can be considered as consisting of a set of uninterpreted
axiomatic systems!2 in which rules describe the relationships among
abstract entities. When such asystemisinterpreted, when we consider that
the entities correspond to something real and that the rules describe the
relationshipsamong thereal things, then wehave aninterpreted axiomatic
system — a mathematically formalised causal account of what redlity is
like. The pure example of such aformalised systemisprovided exactly by
Newtonian mechanics. The point about such a description is that in
principle it provides the basis for exact description forwards — for
prediction. If weknow therel evant thingsabout an elementinamechanical
systemintermsof initial position, velocity and forces acting upon it, then
we can predict exactly whereit will be after a given time. Moreover, this
runsin reverse. We can say exactly how things were backwards. Thereis
no arrow of time.

The problem that the reality of chaos causes for such prediction has
already been mentioned but bears repetition. If we cannot measure
precisaly enoughintermsof initial conditions, theninany systemwhichis
non-linear our capacity to predict very rapidly breaks down. Thisis an
inductive problem. Poincaré put it like this: ‘A very small cause which
escapes us, determines a considerabl e effect which we cannot ignore, and
then we say that thiseffect isdueto chance’ (quotedin Ruelle 1991: 48).

It is clear that the existence of chaos means that the capacity of
mathematical formalisation breaks down in practice. The way in which
this is expressed is very interesting. Very few non-linear equations
describing non-linear systems can be madetointegrate. In other words, in
contrast to descriptions of linear systems in which Newton’s method of
differentiation, in essence a way of specifying a momentary state of the
system, can be reversed through integration to produce an account of the
system’seffectsover al time, in non-linear systems such re-integrationis
not possible. The whole contains things which are not deducible from a
description of any part of it. There isinteraction. Superposition does not
hold.

That isextremely important. What iseven moreinterestingisthat there
is an analogue of this inductive adequacy in the formal processes of
mathematical reasoning themselves, and that this analogue and the
implications of real chaos do come together in terms of modern
mathematical conceptions of processes of appropriate reasoning. This of
course is Godel’s demonstration of the impossibility of a self-validating
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mathematical system. To quote Barrow’s description of it as somewhat
further devel oped:

The upshot of this discovery is that logical and mathematical
systems rich enough to contain arithmetic are not only formally
incompl ete, in the sense that some of their truths are unprovable
using the paraphernalia of the system, but they are aso
semantically incompl ete, inthe sensethat some of their concepts
cannot be defined using the language and concepts within the
system. One can always define them using a bigger system, but
only at the expense of creating further undefinable concepts
within the larger system. This means that there is no formal
systeminwhichthetruth of all mathematical statementscould be
decided, or inwhich all mathematical conceptscould be defined.

(Barrow 1992: 125)

The significance of this is not that mathematics as we use it becomes
uncertain, but that the ultimate project of mathematical description cannot
turntoalogical anduniversal foundationinmathematicsitself. Itisanother
element in the episteme which is fracturing, and along lines which are
intuitively closely related to those of chaos. Indeed therel ationshipismore
than intuitive. Developments in considerations of the theoretical
foundations of computing in terms of a consideration of the nature of
algorithms and compl exity of numbers haveled to theidentification of:

a fascinating connection between the inability to predict in
practice which chaos creates, and the inability to determine the
solution of a problem in principle [original emphases] which
GoOdel undecidability forces us to contemplate. For it can be
shown that thereisno general algorithmic criterion which would
enable us to determine whether any given system is chaotically
random or not. Moreover, awholehost of related questions. . . are
in general undecidable. This is not the case for all chaotic
systems, just as there are a host of statements about arithmetic
which are decidable, but one cannot generate a catal ogue of the
ones about which thereisdecidability.

(Barrow 1992: 241)

Itisthe actual breakdown of the linear model which mattersfor us when
developing a quantitative account but the epistemic resonance is of
profound significance. Before we turn to a methodol ogical discussion of
actual research programmeswe must remind oursel vesof what alinear law
looks like. In general the model is that of mechanics. We attempt to
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determine arule, expressed in terms of amathematical equation or set of
equations, which enablesusto predict afuture state of something givenits
present state and the effect of changes in the values of variables
representing causal factors which affect the future state of that thing. A
particularly interesting example is provided by epidemiological models
because they do attempt to describe a characteristic of a whole social
system rather than of elementsin that system when they attempt to predict
theincidenceand prevalence of adiseaseinapopulation given knowledge
about the original number of infective cases (1), infected but not yet
infective (E), susceptibles (S) and recovered and immune (R), the SEIR
model.13 Linear solutions can work quite well but they break down when
the exposureisanecessary but not sufficient causefor the development of
the clinical symptoms; when there are complex and non-linear factors
which may render exposure contingent. The obvious, historical and
probably futurological example, is tuberculosis. The prevalence and
incidence of tubercul osis changed in consequence of changesin the social
system which were non-linear in terms of their impact.

Attemptsthrough the development of regression methods to establish
social lawsanal ogousto thelaws of mechanicshaveall collapsed. What is
interesting isthat so hasthelinear programmein areas of sciencewhereit
was well established but it now cannot handl e the problems of symmetry
breaking and non-linear transformations. There have been two responses
to this — brute force and what Reed and Harvey (1996: 309) call
‘iconographic modelling’ . Although Reed and Harvey associate thiswith
the development of graphic computing packages, and the availability of
such packages has certainly made such pictorial representation much
easier, particularly in dynamic terms, Poincaré actually developed an
approach in the form of the Poincaré map early in this century. Nicolis
(1995: Chapter 7) includes a fascinating discussion of the movement
between qualitative and iconographic presentation and attempts at
mathematical formalising in afully quantitative fashion. What mattersis
that only by aqualitative establishment of the nature of thelocal domain of
bifurcation, can any quantitative description be developed. Reed and
Harvey remark that ‘the gaze [original emphasis] is more important than
deductive logic in grasping the evolution of a chaotic structure’ (1996:
310) but what really seemsto be happening isthat the gaze is an essential
precursor of the local quantitative description of such evolution.
Applications of mathematics are being forced back into description as a
precursor to algebraic reasoning. Stamp-collecting gets written into the
heart of physics.
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Brute force solutions consist in throwing computing power at a
problem and attempting to generate aresolution. There are two classes of
such approach which are of current interest to social scientists. One is
simulation in which systems are modelled in abstraction and then driven
onwards through time to see what happens. This approach has potential.
Indeed its very development indicates the possibility of a new non-
experimental ‘emergent’ science of prediction, precisely because such
approaches allow for emergent properties in general and ‘sociality’ in
particular (see Gilbert and Doran 1994; Gilbert and Conte 1995; Lam and
Naroditsky 1992; Crutchfield 1992 and Byrne 1997c for further
discussionsof this).

The other approach is ‘statistical modelling’ which involves seeing
what mathematical form will actually ‘fit" available historical and time-
ordered (longitudinal) data sets. One possible implication of the general
chaos/complexity programme is that such historical reconstruction is
possiblebut that it cannot serve asthe basi s of prediction. Wemay be quite
certain about what has happened but we cannot say what will happen—the
essence of Gould's position as discussed in Chapter 2. Such longitudinal
models are important and we will consider them after a discussion of the
social survey method which generates the data with which they deal.
However, thereisone aspect of them which we should consider here. This
relatesto Pearson’s devel opment of the notion of underlying continuity as
away of handling thereality of categorical variablesintheworld.

Categories are very important in the social and biological sciences.
They represent breakdowns of linearity in and of themselves. A good
biological exampleis provided by two UK species of gulls—the herring
gull and the lesser black backed gull. The usual demarcation in biology of
a species involves anatomical difference and non-interbreeding. The
interesting thing about these two speciesisthat they represent the points of
akind of torc or incomplete circle. Thereisacircumpolar distribution of
largish gullswhich differ slightly asyou go west or east but wherethereis
interbreeding at the boundary all the way round the circle until you get to
the gap in thetorc wherethe herring and lesser black backed gullsmeet up
and do not interbreed. Small quantitative differences have accumulated to
produce a qualitative change. This is a discontinuity not expressible in
linear terms.

MacKenzie (1979) shows very clearly how Karl Pearson, the founder
of regressionanalysis, could not copewith thisand hadtoinvent aPlatonic
notion of underlying causal propensitieswhichwerecontin uousbut which
weremanifestintheworld asattributes—thetetrachoric method. Thiswas
necessary to get around the problem of qualitative and simply genetically
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determined inherited characteristics such as eye colour. Mathematics,
which depends on underlying continuity, is not easily isomorphic with
qualitative distinctions. Stamp-collecting rules, OK. Much of what
interests us in the social sciences is best expressed mathematically at a
simplenominal level —intermsof categories. It istruethat we can develop
linear modelsinwhich categorical properties can be handled but whenwe
do thiswe continually find that we have to deal with interactions. Nicolis
describesthisasit isencountered in the physical sciences:

A dtriking difference between linear and nonlinear laws is
whether the property of superposition holdsor breaksdown. Ina
linear system the ultimate effect of the combined action of two
different causesismerely the superposition of the effects of each
cause taken individually. But in a nonlinear system adding two
elementary actions to one another can induce dramatic new
effects reflecting the onset of cooperativity between the
congtituent elements. This can giveriseto unexpected structures
and events whose properties can be quite different from those of
theunderlying elementary laws, intheform of abrupt transitions,
a multiplicity of states, pattern formation, or an irregularly
markedly unpredictableevol ution of spaceandtimereferredtoas
deterministic chaos. Nonlinear science, is, therefore, the science
of evolution and complexity.

(Nicolis1995: 1-2)

This is a description of interaction — of multiplicative relationships
between variables rather than simple additive relationships, and of
possiblehigher order interactionsamongvariabl es, |ower order interaction
termsand higher order interactionterms. Surethe general linear model can
incorporateinteraction termsbut theinteracti ons often becomethemodel.
It should be noted how resonant the idea of interaction/non-superposition
iswith critical realism’s conception of complex and contingent causation.
Todeve op thisargument further we needtoturntotheactual way inwhich
quantitative social scienceisdone.

Why surveysaremuch better than experiments

The essence of the experiment is that it attempts to ‘wring truth from
nature’ 14 through a process, ideally, of physical control of the world, by
holding all constant other than a supposed cause which is caused to vary,
and the effect of that cause. The essence of the notion of causality in the
experiment isthat causesaresingleand that thereisaconstant conjunction,
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in Galileo’s sense, between causes and their effects. Of coursethis degree
of actual control over natureisimpossible outsidethe special conditionsof
thelaboratory, andlimited eventhereoncetheexperimenterisdealingwith
any reasonably complex system. To handl ethi sthere have been devel oped
a range of datistically-founded experimental designs in which
randomisation of treatment is used as a method of controlling (or
supposedly controlling) extraneousvariation. The commonest exampl e of
that sort of approachis provided by the kind of analysis of variance-based
model swhich underpinsthe present fashion for evidence-based medicine.

Such approacheswork only if nature is both simple and unconscious.
The requirement for unconsciousness refers to the difficulties posed for
any experiments involving human beings by their human capacity to
understand what is going on, attach meanings to it, and act according to
their own purposes and meanings. The administration of placebos in
clinical trialsof drugsisthetribute reductionist simplelinear science pays
to the reflexive capacities of human beings. The reality of human agency
and its creative capacity is the basis of the social constructionist
metatheoretical project in sociology. The ontological premise of this
projectisthat thesocial world hasadifferent kind of causal nexusfromthe
physical world (see Maclver 1942) becauseit is socially constructed, and
that it must, therefore, be understood through a different epistemol ogical
and methodological programme emphasising, after Weber, the
interpretative understanding of human action.

Thecritical realist metatheoretical programmewhichinformsthistext
certainly recognisesthereality of social construction—in Bhaskar’swords
itis‘emergent realist’ — but it insists on the reality of thereal and on the
significance for the character of thereal in relation to human actions. The
problem it poses for a quantitative progranmme founded on the
experimental method is that it argues against simple cause based on
constant conjunction, and is concerned instead with complex and
contingent causes. Itisprecisely for thisreasonthat Reed and Harvey have,
sensibly, seized on it as a philosophical ontology to correspond to the
scientific ontology of chaos/complexity. It isthiscorrespondence between
the scientific and philosophical ontologies which is so threatening for
experimentalism.

By its own criteria experimentalism only works when the world is
linear and when causesare simpleand single. It istrue that interaction can
be identified in more complicated devel opments of analysis of variance,
but whenitis, argumentsthat the accounts devel oped from the experi ment
can be used asthe basis of prediction seem singularly specious. Certainly
there can be valid historical statistical modelling. We can formalise what
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has happened. However, once linearity breaks down, it seems hard to say
that we can formalise what will happen in the future. It isin the nature of
interaction that superposition is not possible. We can specify the resultant
form of past interaction effects, but we are being bold if we say that they
will always take the same form in the future with other values of the
interacting variables. Hellevik sumsthisup in apertinent way:

When interpreting the results of a causal analysis, interaction
means that the overall effects are dependent not only on the
strength of each partial effect, but also on the particular
composition of the population under investigation, withregard to
the multivariate distribution on the independent variables. If the
composition is changed, theweights will changetoo, and thisin
turn may affect the weighted average even if al partial effects
remain constant. This means that the overall effects cannot be
presentedasgenera ‘ causal laws', but aseffectsrestrictedintime
and spaceto the particular population whichisbeing analysed.
(Hellevik 1984: 148)

It seemsto measif interaction provides akind of road to fully devel oped
emergent properties’symmetry breaking. If we do have emergent
properties then the wholelogic of the experimental method falls. Thereis
alimited set of domainsof socia lifewherethereisneither thepotential for
hostile and challenging human consciousness (no Hawthorn effects) nor
non-linearity. These instances are not trivial but neither are they general.
Even in theinteraction between the social and the natural, for examplein
the development of health interventions, the realy interesting and
important innovations have been symmetry breaking and not
experimentally founded.1® Einstein once described the experiment asthe
nail that holds together science and redlity. If it is so limited in its
application do we have a quantitative method which does allow usto deal
with messy, complex, symmetry breaking, contingent reality asit is? We
do. Itisthesocial survey.

Marsh (1982) made the most recent serious attempt to identify what
social surveys actually are. She pointed out that they deal not with
abstractions from reality, as is the case with any experiment, but with
reality asit actually is. In other wordsthey deal with complex co-variation
asit operatesinthereal world. Thecentral ideasheusedto expressthiswas
the notion that the surveys generate a case/variable matrix, i.e. atablein
whichtherowsare cases, the columnsarevariablesand thecellsformed by
the intersection of rows and columns contain either the value of that
variable for that case or amissing data code. When this account is taken
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together with Bateson's seminal discussion of the social nature of the
survey (1984) and the way in which the data is constructed as numbers
from the real knowledge of the world held by respondents asinformation
inthe natural language of everyday life, then the non-positivist character
of the enterprise can be seenfor what itis.

Marsh specifically identified social surveys as inherently redlist, and
pointed out that they could successfully identify interactionsand deal with
them, not asawkward aberrations but as characteristic of the complex and
contingent way inwhich theworld worked. However, shewastroubled, in
the sense that she wrote a chapter dealing with the issue, as to whether
social surveys could be adequate at the level of cause. For her the causal
adequacy of theexperiment arose becausethe experimenter introducedthe
variation into the experiment herself — control was the basis of
specification of cause. In the survey the absence of control was
exacerbated by the often literally coincidental measurement of variation.
Thingshappened at the sametimeinstead of intemporal sequenceandtime
could not be used to order causes and effects.

The second problem is substantia and directs us towards
longitudinally ordered survey generated data sets, but the first isin many
waystrivial. Essentially what statisticianscall ‘thefallacy of affirmingthe
consequent’, and Popper identified asthelogical problem of verification,
means that no experiment can claim a deductive basis for the knowledge
claimsthat derive from it. Experiments no less than surveys must turn to
explicit theoriesasthebasisof the construction of model sof how theworld
isworking. That form of words — how the world is working — was very
deliberately chosen instead of the alternative of ‘how the world works'.
The latter suggests the possibility of universal and aways existing
fundamental laws. The former specifiesthe local and temporally specific
character of causal knowledge. Inthiscontext Bhaskar’sinsistencethat the
generative mechanisms with which he deds are only ‘relatively
permanent’ is of considerable importance. It resonates very well with the
chaos/complexity programme and has been devel oped ininteresting ways
inrelation to spatial debates (see Chapter 5).

Marsh's way of resolving the problem of ‘adequacy at the level of
cause’ wasto turnto explicit theoretical foundation, by aprocess of using
existing knowledgein order to construct and justify the kind of flowgraph
representations which were to be checked against the world as the data
system described it. Thisis not a process of hypothesis testing as such.
Neither is it the kind of abstracted empiricism which seeks to fred the
model which‘best fits' adataset. Rather it generatesareflexive processin
which thetheory servesasabasisfor the organisation of the model but the
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dataitself is also used to generate ideas in an exploratory way which are
then taken back for further review. Note that this is not the business of
repeat verification with different data setswhich isnecessary in statistical
experimentation. Instead it is a reflexive relationship with the world and
may well involve further modelling with the same data set.

The issue of time and changes in time is of course central to any
consideration of thedynamicsof complex social systems. Hereitishelpful
to consider therecent discussion of Analyzing Social and Political Change
(Dale and Davies 1994) which has emerged from the UK Economic and
Social Research Council’s16 interest in statistical methods of analysing
change. Thisisaninteresting andimportant text which representsaserious
attempt at generating aquantitative programmein which temporal change
has a central place. However, the title is absolutely misleading, for
sociologistsat any rate. Thegeneral character of thebook’scontentsiswell
illustrated by this statement of the editors:

Whereindividualsare surveyed at successivetime points, thenit
ispossible to investigate how individual outcomes or responses
are related to the earlier circumstances of the same individuals
[origina emphasis]. This provides the framework for very
powerful analyses of the processes experienced by individuals; it
enables a model to be constructed which explicitly takes into
account the earlier circumstances suspected to have an effect
which carriesthroughinto | ater life.

(Daleand Davies 1994: 2)

Thisisessentially amicro approach using micro data. Not only isthere no
resol ution of the micro/macroissue,l” thereisno real sense of there being
such anissue. Compare Dale and Davies' emphasis on the understanding
of causal processes as they affect individuals over time with this passage
from Prigogine and Stengerswhich hasalready been quoted in Chapter 1.

The study of the physical processes involving heat entails
defining asystem, not asin the case of dynamics, by the position
and velocity of its constituents . . . but by a set of macroscopic
parameters such as temperature, pressure, volume and so on. In
addition, we have to take into account the boundary conditions
that describetherelation of the systemto itsenvironment.

(Prigogine and Stengers 1984: 105-6)

It is certainly possible to agree with Dale and Davies that: ‘longitudinal
data are essential if the temporal dependenciesin micro-level behaviour
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aretobeinvestigatedinany analysis' (1994: 3), but micro-level behaviour
isnot thebasi sonwhich wecan analyse changesin society and politics. We
need to understand how the whole system within which the micro-level
behaviour occurs is changing. We need descriptions of system
characteristicswhich consist of something morethan the mere addition of
the properties of the el ementswhich compose the system.

Wecantakethisfurther by going back totheissueof hierarchiesindata.
Data is ordered hierarchically because the world does consist of things
which contain thingsand we need to know both about the propertiesof the
things contained and the things containing, and how the one set relatesto
the other. In other words the hierarchical character of dataisreal. The
relationship between the social order as a whole and its components in
terms of individual and/or collective actorsis expressed in data terms by
the relationship between measures at the level of the actors and measures
of the whole socia order. Let us take an example drawn from Davies
(1994) discussion of ‘How to get from cross-sectional to longitudinal
analysis'. Thisisthe substantively interesting and important discussion of
thedistinction between age effectsand cohort effectsinrel ationto patterns
of employment by married women. If wehaveacross-sectional micro-data
set (one in which the measures are for individual cases rather than
aggregates of them) then the relating of age of married women to their
actual pattern of work compounds age effects and cohort effects. In other
wordsif wefind adifferenceintheemployment patternsof marriedwomen
intheir thirties and married women in their fifties, we cannot, with cross-
sectional data, distinguish between the effects of the twenty-year
differencein agesand the effects of bel onging to two cohorts separated by
twenty years and therefore having had different experiences of labour
market engagement over an adult lifetime. We cannot say that in twenty
years timetheemployment pattern of the 30-year-oldswill bethesame as
that of the 50-year-olds, even in the extremely unlikely event of other
thingsnot changing over time. Now thequestionis, what areweinterested
in? Micro-data generated models tell us how to establish the present
employment status of an individual married woman from an equation into
which we can enter the values of the pertinent variables for her. The
equation is probabilistically determinant, rather than absolutely
determinant, but it remains determinant, although only as adescription of
historic status. Since we have not established an underlying time-
independent law it cannot be used to predict forward.

What we need in order to be able to construct even a

‘regressivepredictive’ 18 equation is not only the current status of
employment of married women inthesample, but also their historic status.
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Weneedtoknow theworking pattern of thecurrent 50-year-oldswhenthey
were in their thirties. From this we can construct a cohort effect. Thisis
fine, but of course we aren't really interested in ‘predicting’ the
employment status of individua married women. We are not in the
business of sociologically constructing a quantified account of their
individual historictrajectories. Wearereally interestedintheway inwhich
the domestic circumstances and available employment opportunities for
married women in their thirties interacted with the relevant historic form
of thoserel ationshipsto set up atime-ordered systemic history. Itisneither
theindividualsnor the simpleaggregation of themwhichisof interest. Itis
the containing socia system with properties which we can measure at a
system level aswell as in terms of the aggregate values for individuals.
Sometimes the system measure is an aggregate value, but its systemic
implication is different from that of any of the individual components
which makesit up. Thework relations of thewomen in their fifties, when
they werein their thirties, were aproduct of the nature of the social order
of which they were then a part. The cohort effect is simply a way of
summarising thisgeneral experience. Sociologically, that iswhat matters.

This can beillustrated even better by a consideration of Wilkinson's
work (1996) on therel ati onship between the pattern of general inequalities
in societiesand the mortality ratesfor those societies (standardised for age
and gender composition). Wilkinson demonstrates that these two macro
propertiesarerel ated but we need to think about themicroimplications. In
other words, for individuals in the society, the degree of inequality, a
property which can only exist at a macro level, has an effect on the
likelihood of their dying. The death rate is simply the aggregate of
individual deaths. The degree of inequality isnot a property of individual
income/wealth but is an emergent property of the relationship among
individual incomes and wealth. The degree of social inequality is an
extremely important system property, and there is good evidence to
suggest that it isan important controlling parameter for social systemsin
general.

This brings us back to another problem we have already discussed in
Chapters 1 and 2 and which we can now consider in principle in
quantitative terms. If we follow Harvey and Reed’s conception of nested
far from equilibric systems, then one possible interpretation is to see the
higher level as constituting the phase spacefor thelevelscontained within
it. Thisis best expressed in relation to the idea of ‘social polarisation’. It
does seem (see Byrne 1997a) that much of our contemporary social order
is characterised by the existence of two rather distinctive modes of
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existence—relative affluence and rel ative poverty, with asgueezing of the
middle mass, which middle massdid dominatein the Fordist era.

It isinteresting to realise that we do have the kind of systemic datawe
need to describe changes at this level. We do have aggregate data sets
which describe containing systems, usually in terms of systems which
have clear spatial boundaries. Anillustration of how thiscan beutilisedis
provided by aconsideration of the example of labour market participation
by married women discussed above. If we consider that the labour market
participation by the women is a function in part of the labour market
characteristicsof thelocalitiesinwhichthey lived when they were 30, then
ideally we need to know something about the characteristics both of the
labour market and of the women’s employment. We do have data sets
which can enable usto relate the oneto the other, but thereisaproblemin
theway in which such datais generally treated. The easiest way to handle
a hierarchical data set is to write all containing order properties to all
contained cases asif they wereindividual valuesfor those cases. Thuswe
would write something descriptive of the labour markets at the relevant
timeto the case whosetrajectory wewould pursue. Theissueisthat weare
interested in all levelsof change.

Conclusion

Thematerialsreviewedinthischapter have several importantimplications
for the quantitative programme in sociology in particular and for social
science in general. First, they dismiss the effort at the establish ment of
genera linear laws. Second, we can see that there are limitations to any
mathematical formalism and that the implicit Platonism of quantitative
science seemsto be an impossibl e objective. Instead we can deal withthe
specific domains within which local accounts hold good. These domains
are neither trivial nor infinite. Establishing local rules matters, but thisis
not aprogramme of alwaysand everywhere.

Theaboveremarksapply toall science. What ismost interesting for the
social sciences is that we can use the dynamic systemic approach of
complexity theory as the basis of a different way of understanding our
major quantitative investigatory procedure — the socia survey. We can
cometo recogniseit, not asan ersatz experiment, but rather asatechnique
which enables us to understand the changing socid world. To do that we
must explicitly reject the individuaistic fallacy of almost al causa
modelling in sociology. What matters is not the individual trajectory of
socia atoms, but rather the changing characteristics of the complex social
order within which those trajectories occur. It must be remembered that
individual interactions may constitute the source of changesin the socia
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order itself. We have to understand how the micro is aggregated into
something beyond the sum of its parts, to understand the nature of society
as constituted by sets of attractors within the range of possible condition
spaces, and to understand how changes in controlling variables for the
whole system can come to reconstitute the form of that attractor set —to
look in other words at real * social and political change'.

In Chapter 4 we will examine how arethinking of what a contingency
tableis, might help usto do exactly that. We will attempt acomplex fix on
the actual analytical methods of survey analysis. To that we now turn.
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4

ANALYSING SOCIAL
COMPLEXITY

Introduction

In this chapter we will consider how to do quantitative work which will
help us to understand the complex socia order. Let me make one thing
clear straight away. | am reasonably convinced that the least useful way to
dothisisby attempting to import the quantitative methods of chaosstudies
in the physical sciences into the social world. There are limited areas of
scientific, if not practical or mercenary significance,1 wherethishassome
value, but in general itisnot agood idea. Partly thisis because we seldom
have enough time pointsfor our measurementsfor ususefully toengagein
efforts to find order hidden within chaos (although see M cBurnett 1996
and Brown 1996 for examples of work seeking to do just this). However,
thisisnot thereal issue. Rather itisthat inimportant work dealing with the
socia world and crucial aspectsof it, whilst welack timepointsinrelation
to noisy data, we do have very large amounts of information in terms of
variable sets which enable adequate descriptions of the whole social
system and of its characteristics asthey change over time. In other words,
we can describethe character of the system asawhole and seek toidentify
what key changesin controlling variablesled to changesin that character.
We can look at the long term transitions involved for both entire social
systemsand for important sub-systems.

What we need to doisthink about thetool sthat we have devel oped for
the analysis of data about the real world collected through survey
methods,2 in complex terms. Here | am going to discuss three of those
methods: the analysis of contingency tables, cluster analysis and
correspondence analysis. We will begin with a discussion of what a
contingency table actually is and examine how we might relate the micro
data derived from surveys to aggregate data describing characteristics of
wholesocial systems. Wewill then proceed to areview of cluster analysis,
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and return to consider how we might interpret advanced approachesto the
analysesof contingency tablesaspart of acomplexity programme. Finally,
we will consider the potential of correspondence analysis as a social
science-founded contribution to graphical methodsin complexity.

For reasonsonly partly to do with space, instructions about how to use
computer packagesto carry out the sortsof analysesdescribed here, do not
form part of thischapter, although intheapplied chaptersreferencewill be
made to the actual techniques employed in illustrative examples.
Everything described here can be done using SPSS and the Advanced
Statistics manuals for SPSS explain all the procedures other than
correspondence analysis, although that is described in on-line help
documentation. It seemsto methat it isactually better for people to think
about the techniques in relation to the argument rather than being given
handout style instructions which can be followed without much recourse
to thought on the part of the user.

Thetruenatureof thecontingency table

L et usbegin by thinking about what acontingency tableactualy is. Everitt
and Dunn define it thus; ‘a contingency table, where a sample of
individuals are cross-classified with respect to two or more qualitative
variables. The observationsarethe countsfor each cell of thetable’ (1983:
117).

Thisiswrong because of the use of the word ‘sampl€’. It is perfectly
truethat most of thetime our dataisderived from samples, althoughthat is
by no means always the case. However, whilst the requirement that we
must usethetechniquesof statistical inferenceto handle dataderivedfrom
samples is important, it has been so over-emphasised that we have
forgotten what contingency tables arereally about, if we think of them as
describing social systemstaken asawhole.

Let meillustrate by meansof an example. In astudy of householdform
based on data from the Cleveland Social Survey | was particularly
interested in households which contained dependent children. This quite
large sample survey (1,500 plus households overall) included agreat deal
of information about household structure and employment relations (see
Byrne 1995 for a pre-complexity treatment of this material). | was
interested in the relationship among the age of the household head by age
category, whether the household was single or double parented, whether
thehouseholdwas‘work rich’, ‘work average’ or ‘work poor’ ,3thetenure
of the household, and the sex and Registrar Genera’s social class of the
household head, withthe added category of no social classascribable. This
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meant that there were six categorical variables.4 The contingency table
congtructed was six dimensional. This could be reproduced here but it
would take many pages because we would need to elaborateit and present
it asaseriesof two dimensional tablesrelating, for example, age category
to household work possession, for female single parents in Registrar
General’s Class 1 or 2 (taken together in this study), who were owner-
occupiers.

Theconventional treatment of acontingency tableof thissort would be
totry to develop someform of causal analysisinwhichwewould use one
of arangeof techniques, for examplelogisticanalysis, in order to construct
aflowgraphwhich, with coefficientsattached to arrows, would show usthe
effect of, say, the other variables, in ‘causing’ the work relation of the
household. | am here arguing that to do that isto missthereal point. What
we need to do isto think about the contingency table as an n dimensional
condition space within which cases are found in certain sub-domains and
not in others. If we have the enormous advantage of atime series of cross-
sectional studies, which in the Cleveland case we have, then we can see
how the form of that phase space changes over time. We can look at the
strange attractors asthey devel op and change.

The best way to see what this meansis to think about the commonest
statistical procedure used in the analysis of contingency tables, chi-
sguared. Essentially thisisasignificance test used in statistical inference
to test the null hypothesis of no relationship between two categorical
variables. It compares the observed valuesin the cells of the contingency
table with those that would be expected if there was no relationship. In
practice chi-squared is widely employed as a scanning device in
exploratory work. That isto say it is standard practice in an SPSSrun to
calculate the chi-sgquares for two-way tables of substantive interest and
only to examine those which display agiven (usually 5 per cent) level of
statistical significance. Of course this is proper procedure but what is
interestingishow oftenitisdonewhenthetablesrelateto datawhichisnot
sample derived. Thisison the face of it egregiousignorance, but infact it
is a use of chi-squared to do something other than support statistical
inference. What chi-sgquared doesin the simple two variable case is show
which contingencies exist and which do not: it compares full(ish) cells
with empty(ish) ones. It shows the condition states which are, and those
which arenot. Infact itisaweak devicefor doing this. If samplesizesare
absolutely large,® differences which are not substantively significant can
easily bestatistically significant and for thisreasonwe should consider the
appropriate contingency coefficient, which givesameasure of thestrength
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of relationship in traditional terms, or the degree to which areas of the
possibl e condition space are empty relative to the degree to which things
are concentrated in an attractor condition, in a complexity-founded
imagery.

Chi-sguared is not extendible beyond the two variable case. That is
why complex tables are usually expressed in terms of simple cross-
tabulationsfor defined condition states, for thesocial class1and 2, owner-
occupying, female, single parents as above, the process of elaborating a
table. Therange of possiblewaysof elaboratingasix variabletabulationis
very large. Itisnot simply thefifteen possibletwo-way tables, but thevery
much larger number of two-way tables within condition states. What we
need to do is to think about what is being elaborated. What we have in
reality (an absolutely deliberate use of the phrase — in redlity) is a six
dimensional spaceinwhichtherange of possible conditionsisrepresented
by the contingency states defined by values on the categorical variables.
L et us seethe nature of thiscondition space for the example chosen. Inthe
form in which those variables were measured in the Cleveland study we
had thefollowing values.

Sex —two —male; female

Parenthood —two — single; double

Tenure —three — owner-occupier; social housing tenant; other

Work relation — three — work rich; work average; work poor

Social class —five — SC1 and 2; SC3 non-manual; SC3 manual; SC4
and 5;no SC

Age of household head —five — less than 25; 26 to 30; 31 to 40; 41 to
50; 50+

Thisgives 900 possible contingency states. Inthe sampletherewere some
800 househol ds contai ning dependent children soiit should be obviousthat
not all cells could have any entries. In one instance this is an obvious
product of the way in which the variables were defined. No single parent
household could be work rich because there would be only one adult in
suchahouseholdand, giventhedefinition of thevariablework connection,
the only possible values for such a variable would be work average (one
full-time worker) or work poor. However, this is not an artefact of
measurement. Theimpossibility of work rich single parent householdsisa
reality and is socially significant because for most households in
contemporary Cleveland relative affluence requires multiple earners. It is
becausethisisimpossiblefor thesingle parent househol d that single parent
households are likely to be relatively deprived. This is the sociological
expression of what inlog-linear analysisarecalled ‘ structural values' (see
Gilbert 1993: 85).
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What | am suggesting isthat welook at the pattern of cellswithlots of
entries against those with few and from that see what condition statesare
possible in Cleveland at a given point in time. This is certainly an
exploratory procedure, that is to say it is serious as opposed to trivial
statistical work from the point of view of substantivesocial science. Inthe
example given we find some interesting concentrations. The work poor
young, whether singleor doubl e parents, inthe 1990s(timepoint), arevery
likely to be socia housing tenants. There are few of them in owner-
occupation. Likewise the work rich young are more likely to be owner-
occupiers. What thisexpresses of courseisthewell known residualisation
of social housing, although the work possession variable at asingle time
point is an inadegquate measure here. We need some account of work
relationship over timefor the discrete househol ds.

Because the Cleveland Social Survey was carried out on an annual
basis from 1977 to 19956 it is possible to construct the condition space
specified by thesix variablesasdescribed abovefor aseriesof timepoints.
We canthusexaminethe changesin condition spaceformover timefor this
locality asawholesocio-spatial system. Itisobviousthat therewasamajor
shift in the composition of the attractor forms in that period. At the
beginning social housing tenure was not associated with work poverty.
Most very deprived households were femal e single parent headed. There
wererelatively few of them. By the end most work poor households (with
children) were based on a male/female couple. The absolute numbers of
such households had increased dramatically. They predominated among
social housing tenants. The new class category of ‘no social class
assignable’ because there was no employment-based occupational record
on whichto assign it, had become of considerable significance. If we use
the vocabulary of social exclusion (see Levitas 1996; Byrne 1997b for a
discussion of this), thenwefind that inthelate 1970sthe excluded attractor
in Cleveland contained a relatively small minority of child containing
households, which households were primarily femae-headed. By the
1990s this attractor was much larger in terms of proportion of child
containing households and contained more two parent households than
single parent households. Exclusion had been significantly degendered
and massively extended.

The Cleveland Social Survey was essentially a local version of the
General Household Survey and early efforts at maintaining a panel of
respondents were abandoned under cost pressures. This means that the
study allows usto examine the form of the condition space constituted by
the social system in that locality, but not to follow the trgectory of
individual households within that changing system. For that we need a
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panel study of the kind represented by the British Household Panel and it
isalready apparent that thefindingsof that study are of interest if wethink
in complex terms (see Byrne 1997b for avery preliminary consideration).
We can see how people and households move, and perhaps more
importantly don’t move, within the condition space of their social order.

The elaboration of high dimensional order cross-tabulations is
probably not the best way of actually exploring the arrangement of cases
within an overall changing system, although the log-linear approach does
offer someinteresting possibilities, asweshall see. Such high dimensional
tables are easily enough produced in principle in SPSS’ by the layered
tablecommand: variableby variableby variableby variableby variable by
variable. That would produce asix dimensional table. However, printing
out all possiblearrangements and interpreting theresultsisvery laborious
and cluster analyses will achieve much the same results very much more
easily.

Describingthesystem asawhole

The materials reviewed above do not constitute an account of the social
system in terms of the defining parameters of that system. Rather they
describe the elements within the system in relation to location and
movement over time. What about the system as a whole? Again the
Cleveland study provides an apposite example. We have measures of the
state of thewhole social system8intermsof key descriptive attributes. L et
us consider what these general social indicators might represent in terms
of the complexity programme. Conventionally we distinguish between
micro data which describes individual casesin a study and comesin the
form of variableval uesfor those cases—and aggregate datawhich consists
of total counts and averaged values for some larger set, usually defined
geographically, which contains numbers of individual cases. We tend to
makethisdistinctioninrelation to secondary dataanalysis(seeDaeet al.
1988) because agreat deal of accessible secondary data takes the form of
sets giving aggregate values for geographical areas. The most important
example in the UK is the small area statistics set derived from the
population census. However, when we look at how such measures are
employed we find that they are not actually used as simple aggregates.
Rather they are, quite properly, usedto demarcatethesocial characteristics
of a sociadly significant space. It may well be that the actual spaces
measured, enumeration districts and wards in particular, are not
themselves socially significant spaces, but aggregatesof themusually are.
In other words ‘New Zones © made by aggregating adjacent enumeration
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districts of the same typel0 do correspond very well to qualitatively
established neighbourhoods. The quite conventional use of censusdefined
‘Travel to Work Areas’ asan operationalisation of the social geographical
concept of locality isanother example.

Let ustakethat ‘pre-existing’ level asan illustration. It iscommon to
find localities described in terms of the changes in the character of their
employment base over time. Such changesareassociated with theideathat
a combination of relative and absolute shifts in employment from
production to services constitutes a process of ‘deindustrialisation’. The
data which is used to map these shifts is derived from the Census of
Employment andistheresult of theaggregation of individual employment
records, but wedo not think of thedescription asreflecting theseindividual
statuses. Rather the pattern of employment isaproperty of thelocality asa
whole.

There is an al too common confusion between these properties of
spacesand that special form of the problem of crosslevel inference known
as the ecologica falacy. Ecological falacies occur when we relate
individual propertiesto individual properties through spatial association
rather than direct measurement. The classic exampleistheinterpretation
of acorrelation between the percentage of the population that is Japanese
in Chicago Census Tracts, and the murder rates in those same tracts, as
indicating that there is a direct association between Japanese and
murderers/murder victims. No such rel ationship can be assumed because
without direct measurement we may have spatial association when no
murderer or murderee was Japanese. However, it does matter that the
spaces (Zone of Transition in this classic example) contain both
immigrants and violent crime. Unemployment rates, tenure patterns,
mortality, and so on can be perfectly properly considered as system
propertieswith social significance and social effects.

Wilkinson's (1996) extremely interesting work on the relationship
between inequality and mortality has already been cited as significant for
complexity interpretations. The idea of ineguality generally is one which
can only be understood asasystem property. Anindividual case cannot be
unegual. It isthe relationship among cases which determines the extent of
inequality. We can turn back to Bedford Falls and Pottersville here —the
firstwasacivicsociety with clearly boundedinequalities. GeorgeBailey’s
actions set those limits. The second was one of extremes of wealth and
poverty because George hadn’t been there to do the business. Such
differences are system properties. The lives of the townspeople were a
function of the character of the placeasawhole. What isimportant hereis
that since the early nineteenth century advanced industrial societies have
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had dialsin place on their social systems and have recorded changesin
these system properties over time. We have the records of the system’s
parameters and the time-ordered social surveys describe very adequately
the position of the system’s elements within that parameter determined
system condition.

Thiscanbeillustrated by reference back to the Cleveland example. We
can examine the characteristics of Cleveland as a system of employment
by using a crude little device invented by the present author — the time
engagement/gender/sector table. What this consists of is a record taken
fromthedial tracesof thetimeengagement (full- or part-time), gender, and
industrial sector of employed workers, together with the gender of
unemployed workers ! recorded both as percentages of totaly
economically activeworkersand asabsol utenumbers, asrecorded through
time. Thechangesinthat dial describethechangesinthesystemasawhole.
Thechangesintheindividual situationdescribetheway inwhichthesocial
elements can be organised in spacein relation to those changes in system
form.

The actual statistical methods which can be used to construct such
tables are very straightforward. They involve nothing more than the
extraction of totals for atime point and the cal culation of percentagesfor
that timepoint. Inthe UK much of therelevant information can be derived
fromthe NOM IS system12 which gives detail ed | abour market and benefit
receipt information. If the geographies are reasonably congruent NOMIS
styleinformation can be related to social conditions and economic status
information derived from the population census. Thisis particularly easy
to do for Travel to Work Areas which are census founded. This kind of
approachiscrudebut itisvery far frominaccurate.

It should be noted that working with variables describing the whole
system state isin the general tradition of chaos/complexity analysis. We
might seek to consider the condition state of asocia system asawholein
termsof aset of indicesof social integration (another index which canonly
exist at a whole system level) in relation to measures of inequality and
economic engagement. Herewe can usetime seriesdatato describewhole
societies over periods of change and see if the changes are non-linear in
form. Thistopic will be considered further in relation to the discussion of
the use of complex approachesin application to urban and health issues.

Cluster analysesasaway of identifying attractors

The general set of numerical taxonomy techniques known popularly as
‘cluster analysis' were originally devel oped by ecological biologistswho
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wanted to extend their taxonomic approachin order to make use of thevery
large amounts of quantitativeinformation generated by their research. No
attempt will be made here to describe the mathematical intricacies of the
approach, for which see Everitt (1974) and Everitt and Dunn (1983).
Essentially the procedureisused to classify aset of casesinto anumber of
rel atively homogeneous subsetsin which the membersof these subsetsare
morelikeeach other thanthey arelikethemembersof other subsets. Unlike
discriminant analysisthereisno previousknowledge of set characteristics
or even of numbers of significant sets which will emerge. The general
method being discussed here is agglomerative hierarchical clustering in
whichall casesareoriginally treated as separate clustersand then casesare
progressively grouped on the basis of some measure of similarity until all
casesarein onesinglebig cluster. A crucial element of information given
in this agglomeration process is the distance between the most dissimilar
elements of the clustersbeing combined at any given stage. It is useful to
graph this out by stage and to regard a significant increase in the slope of
theresulting graph asindi cating the combination of very different clusters.
Inpracticeit makessenseto useahierarchical procedureto establishwhich
cluster level isof most interest and to useaquick cluster procedureto get a
tighter fit of casesto clustersat thislevel .13

Cluster analysisisanother example of thinking about cases aslocated
within an n dimensional space. The dimensionality of that spaceisagain
equal to the number of the variables used for the clustering procedure.
There is arange of methods used for these procedures!4 but al involve
somemethod of cal cul ating di stancesbetween clustersat successive steps.
All incorporate the differences between cluster values for al n variables
used inthe clustering procedure and arethereforen dimensional . We coul d
in other words graph the cases out with co-ordinates indicated by their
value on nvariablesinan n dimensional space.

Seen in this way the clusters constitute attractors. There are certain
combinations of state which seem to be possible and/or common and
otherswhich areimpossible (in either the strong sense that they can’t exist
or the weaker sense that empirically they don’'t exist) or uncommon. We
can visualise the clusters as full parts of the overall possible condition
space which also contains empty parts. Sometimes clusters may overlap.
That suggests that we are observing atime point when a bifurcation isin
process. What isinterestingisthat the pattern of clusterswhich existsisnot
a product of individual case conditions but is determined by variable
characteristics of the system asawhole. Moreover, it isboth possible and

80



ANALYSING SOCIAL COMPLEXITY

likely that there are a restricted number of system descriptors which
determine the form of the pattern —that there are control parameters.15

This suggests that smulations may be useful as a way of seeing
whether we can move beyond retrospective histories to predictive
accounts. Wecan certainly look at the past asaway of establishingtheform
of non-linear rel ationsbetween changesin control parametersandtheform
of the elementsin acondition space, and then seek to run changesforward
with different data sets to see what results from changing the value of
control parametersin asimulation exercise. The other device availableto
usisacomplex usage of the comparative method. If we have household
data sets and general system descriptor data sets for different social
systems, with both having been measured over time, then we can examine
the way in which changes in internal system structure are related to
changesin whol e system parameters. Of obvioustheoretical interest here
are the rates of unemployment and the degree of social inequality. The
second of theseat least isin principle subject to considerable modification
by fiscal, employment and benefit policies. Wecan seewhat attractor states
areavailablefor soci etiesasawhol e, or for smaller systemssuchasregions
or localities.

It should be recognised that when we relate changing system
characteristicstothe changing pattern of conditionsof the elementswithin
those systems, that we areengaged in hierarchical dataanalysis. Thistopic
has been quite extensively discussed in relation to multi-level modelling,
particularly of educational outcomes (see Goldstein 1987; Plewis 1994).
Theapproachesadopted haveessentially involved thegeneration of multi-
level causal models in relation to dependent attainment variables.
Although thisis by no means atrivial exercise, it is not one which deals
with social change as such. In other words it suffers from the general
individualistic focus of such modelling approaches. What is interesting
about it is the way in which it does treat higher level characteristics, for
exampleLEA character or classteacher character, assomething which can
modify the relationships among individual level variables. Thisis very
close to the notion of interaction. We will examine the relationship
betweentheseapproachesand chaos/compl exity perspectivesineducation
in Chapter 7.

The kind of time-ordered typology generation which we can attempt
using cluster analysis is clearly useful for historical reconstruction.
However, can it be the basis of any sort of prediction? Clearly the
development of predictive accounts is confined to the domain of robust
chaos, but are such predictions possible? L et usnow turn to proceduresfor
the analyses of multi-dimensional contingency tables to seeif they offer
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any assistance to usin the task of predicting what might be the results of
our actions.

Log-linear techniques

Log-linear approaches to the analysis of contingency tables are of
particular interest here, given the specification of the nature of such tables
which has been presented above. Gilbert’s (1993) general introduction to
the topic is both practically useful, and highly suggestive, if read with a
chaos/complexity frame of reference. Let us consider what the essential
character of the log-linear approach is. It involves, as Gilbert putsit, the
comparison of the ‘real world' as represented by empirically collected/
constructed data, and the ‘imaginary world' as represented by values for
the same variable set generated by some quantitative model building
technique. Gilbert makes an important point about the use of statistical
inferenceinrelationto thisprocess:

the consequence of thismore exploratory approach to analysisis
that the tests of significance losetheir original meaning, and the
probabilitiesthey generate cannot berelied on asindicatorsof the
generalizability of thehypothesesbeing tested.16. . . Nonethel ess,
tests of significance do have an invaluable role in loglinear
analysis because they provide the most convenient means of
guantifying the comparison of amodel table with data.

(Gilbert 1993: 72-3)

The character of log-linear analysis is perhaps best demonstrated by
comparing thetwo extreme model swhich can be specified for comparison
withtheactual dataset. Thefirstisthe' general mean’ model inwhichcases
are equally distributed around the contingency table cells. The second is
the saturated model in which all possible single effects, bivariate
relationships, and interactions are specified. The proper method of social
scientific use of log-linear procedures is to compare theoretically
meaningful models, specified to be more parsimonious in terms of
specified relations than the fully saturated model, with the real situation,
and find which are within statistically significant reach of it using the G2
measure which is closely anal ogousto chi-squared.

Let usreturn to the Cleveland Social Survey Household Data set, but
now consider this as organised temporally with the addition of system
descriptor variables written into the case file which describe the state of
Cleveland as alocality at different time points. Let us add just one such
variable which will be a description of Cleveland either as having only
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frictional maleunemployment or ashaving ‘ reservearmy generatingmale
non-employment’. Thisisawholelocality property but we canwriteit to
every case at the appropriate time point. In 1977 all cases will have
frictional unemployment written to them. In 1991 al cases will have
‘reserve army generating unemployment’ written to them.1? In other
words we are adding a new variable — ‘unemployment type’ with two
values. For the two time periods we now have a description of household
characteristics and a system descriptor.

We can pool all the datawith atime indicator variable and the system
descriptor variable. What is interesting is the kind of model we need to
specify to reconstruct a decent approximation to what actually happened
in terms of household types. My bet is that this model will include a
specification of gender of household head and time period and an
interaction term between them, together with the work possession of the
household, and that such a parsimonious reconstruction will be adequate.
What does this mean? It means that the condition of possible household
situations is determined by the unemployment type which characterises
thelocality asawhole.

Let usgeneralisefromthisexample. What i sbeing suggestedisthat the
development of flat filel8 data sets includes temporally specific system
specifications and the construction of log-linear models to see if these
temporally specific system specifications are significant (in the
exploratory use of significance measures suggested by Gilbert above) in
the specification of good fitsto the actual datawhich describes changesin
reality. This approach seems to offer us the possibility of exploring,
retrospectively of course, what system changeshave produced thechanges
insocial structure. It isquiteimportant to distinguish thisfrom regression
based multi-level modelling. In that approach the characteristic (and non-
trivial from a policy perspective) problem isto identify the effects of the
nature of higher levels such as school or class on the lowest level such as
pupil attainment. Thetask isto establish causality inrelationto key single
variable. Thetemporal and hierarchical useof log-linear approachesbeing
suggested aboveiscertainly concernedwith causesbutitisconcernedwith
theway inwhich causesintheform of controlling system level parameters
determinethe character of thewhol e system rather than with modification
of individual variablelevels.

Itisalsoimportant to distinguish thisapproach to the analysis of multi-
way tablesfrom that suggested by Payneet al. (1994). They describetheir
approach, which useslog-linear and | ogistic procedures, thus:
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Modelling allows us to test whether and how the relationship
between variables changes over time. Sometimes we may be
interested in whether there is a progressive change in the
relationship overtime. .. . Inother casestimemay beviewed asa
proxy for underlying social, political or economic factorswhose
effects on the relationship between the variables are not
necessarily monotonic . . . log-linear and logistic models for
analyzing multi-way contingency tables can be used to test both
typesof hypothesis.

(Payneet al. 1994: 43)

Of coursethisistruebut it isnot all that important. Sociologically thereis
certainly some interest in, to employ Payne et al.'s examples, the
possibility of change over timeintherelationship between social classand
political allegiance, and in the notion that the relationship between
employment prospects and qualification levelsis different depending on
thelevel of unemployment. However, thefocuson ‘ causation’ of specific
variables distracts attention from the real character of system level socia
and political changes. What is constructed by this causal modelling of
variable values is pieces of evidence which can then be interpreted and
used aspart of ageneral account of changesinthesocial and political order,
but the actual use made of these apparently tight quantitative productsisin
reality rather unsystematic, precisely because the characteristics of the
whole system are ignored. This is amost a classic illustration of the
problem identified by Brown when heremarks:

it is precisely because of the convenience of linear models
(because of their mathematical simplicity and the ease with
which probabilistic assumptions may beinserted into them) that
researchers often depart from isomorphic parallels between
social theory and nonlinear algebraic formalisms, leading them
into the most dangerous of terrains.

(Brown 1995: 6)

The approach | have suggested does quantify (descriptively) the whole
system, and doesallow for an exploration of theeffect of key social factors
on system form. In particular it allows us to handle ideas about social
polarisation and socia exclusion with the numbers being a good deal
closer to the real social reasoning than is the case when the numbers are
derived from variable centred causal models.

Thereis of course much in common between the temporally ordered
cluster analyseswhich | suggestedin the previous section, and temporally
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ordered log-linear approaches which incorporate system descriptor
variables. Descriptively | think the cluster analyses have the edge, but the
advantage of thelog-linear approachisthat it allowsusto seewhat system
characteristics do make a difference in our capacity to reproduce the
character of the actual measured account we have of the world as it
changes.

Correspondenceanalysis—social graphicsasa
complexity tool

Reference has already been made in Chapter 3 to Reed and Harvey's
discussion of iconological modelling. They describe this approach in
complexity inthefollowing terms:

Iconological modelling isrooted in a pictorial method [original
emphasis], in visual correspondences rather than in deductive
reasoning. lconological modelling is a recent innovation,
originating in the iterative mapping of complex systems of
equations — such as the nonlinear differential equations that
generatethe quadratic iterator, or the so-called strangeattractors.
| conological mapping arosein large part asanecessary response
to the complexity of the patterns generated by the iterative
analysis of these equations. Their evolution became so complex
so rapidly that they overwhelm human comprehension. Thus,
graphical techniques assist the researcher in visually tracing the
chaotic trgjectories of theseiterative systems.

(Reed and Harvey 1996: 309)

Reed and Harvey point out that they have borrowed theterm‘iconol ogical’
from Panofsky’suseof itin Art History (1972):

The uniqueness of the iconological method lies in its ability to
recognise how an aesthetic object’s phenomenal appearance can
communicate all aspects of itself, and the ways in which they
express those different aspects. In a real sense Panofsky’s
aesthetic epistemology paraléels the phenomenological and
analytic process the scientist uses when trying to interpret the
meanings of the graphic images whose unfolding maps the
chaotic evolution of asystem.

(Reed and Harvey 1996: 310)

In keeping with the general approach of this text, it seemed worth
reviewing the existing tools of quantitative socia science to see if there
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was anything which might work in this iconological sort of way. An
obvious possibility is correspondence analysis. Phillips describes this
techniquethus;

Correspondenceanalysisseekstorepresent theinterrel ationships
of categories of row and column variables on atwo dimensional
map. It can be thought of astrying to plot acloud of data points
(the cloud having height, width, thickness) on a single plane to
give a reasonable summary of the relationships and variation
within them.

(Phillips 1995: 2)

The essential point of the technique is that it produces quantitatively
founded qualitative visual representations of relations. Phillips cites the
exampleof the ' Lifestyle and Cultural Consumption’ study (Featherstone
et al. 1994) which was concerned with contributing to ‘the discussion
about the “postmodern” collapse of cultural barriers’ (Phillips 1995: 5).
The correspondence map presented is for a single time point based on a
single survey. It seems quite proper to incorporate ‘time’ and ‘system
descriptor at time’ elementsinto the correspondenceanalysisapproach. At
its simplest this would involve comparing a map looking at cultural
relations at one time point with cultural relations at another subsequent
time point. Indeed, such atemporal dimension would seem to be essential
if thereisto be any effort at understanding how things have changed, if
indeed they have changed at all. Thisis what Phillips does descriptively
when she comments that ‘the cultural picture is quite unlike Bourdieu's
frame of twenty years ago’ (1995: 7). The point is that if we have time-
ordered datawe can see what the changesare.

The Cleveland study data can certainly be used to generate time
differentiated correspondence maps which offer visual representations of
the multi-dimensional relationships among household characteristicsand
thesystemdescriptorsat different timepoints. Wemight present thisasone
map with system descriptors and time specification included as variables
or present it astwo mapsfor the different time points, although wewould
certainly want to overlay themapsin the latter case.

There is an important difference between the use of correspondence
analysis being suggested here and the usual form of graphic analysisin
chaos/complexity work. Thelatter isinherently dynamic—it comesinthe
form of moving pictures.19 The correspondence mapsare at best framesin
acinemashot, although given sufficient of them they could be constructed
into afilmic representation of dynamic change. More substantively many
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chaos graphics are in fact equation driven without real data points. They
are simulations with abstract original data entries. The correspondence
mapsareinherently real.

Conclusion

| am aways annoyed by superficial and ignorant dismissals of the
guantitative possibilities of sociology. Regrettably, many of the dismal
chorus are themselves sociologists. Statistics began as a way of using
guantity to understand the complexity of socia change. Statistical
techniquesweredevel opedin order to handlethe numbersbeing generated
by such descriptionsand only enteredthe* hard’ sciencesby way of thelife
sciences, much later. Thepursuit of linear prediction still remainsstrongin
science, for many good and perhapsjust as many bad reasons. Even when
chaos renders prediction at least awkward, the tendency towards
mathematical formalism remains very strong. The approach adopted in
this chapter has been quite deliberately and unapol ogetically to assert that
the quantitative methods of social science, founded asthey arein effortsto
understand a complex and changing reality, can actually — I was going to
write be adapted, but on reflection | think it is better to say be understood
for what they really areand what they canreally do. We need to understand
them as social products but as social products developed in area effort to
understandtheworld. Reality played apart in shaping them andthey reflect
thenature of that reality.

It seems appropriate to conclude this chapter with some abusive
remarksdirected at mathematical statisticiansandtheir influenceon socia
statistics. In his preface to The Path to Rome Belloc indicated that there
were two possible ways in which the illustrations for the text might be
obtained. He could either lead an artist on arope behind him or hecould do
the pictures himself. The apparent third option that an artist could write a
book was beyond the pale of possibility and good taste. Maybe social
scientists have been letting the mathematical statisticians write the
quantitative booksfor too long. Their proper placeisplainly at the end of
therope but failing that we can draw the pictures oursel ves.

At therisk of gilding thelily, let me continue in this vein. There has
always seemed to meto be astrong connection between theart and science
of navigation and the scientific use of chaos and complexity. Blue water
navigation usedtobeableto proceed, decent seamanshiptakenfor granted,
onthebasisof general principles, but for alot of important stuff apilot was
required who knew detailed, changing, local conditions (they still are).
Even then, general principles were inherently applied. This relates even
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more to the relationship between ship construction and ship use. Naval
architecture has mathematical foundations. The most generous status |
would give mathematical statisticians, and thisis very generous because
naval architects combine mathematical work with solid empirical
evidenceand can producethings of great beauty, isthat of naval architect.
In less generous moments | think of them as overblown slabbies, putting
red lead on the bottom of the vessel. Even naval architects don’t sail the
ships. They haveto beproperly built but thenavigatorstakethemto seaand
usethem. Thatisour job.
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5
COMPLEX SPACES

Regions, cities and neighbourhoodsin a
complex world

Introduction

Social science's engagement with ‘the spatial’ has had an interesting
history since the 1970s. The discipline of geography shifted from being
primarily descriptive with tendencies towards quantitatively-founded
positivist explanation, through a period in which the dominant
perspectives derived from Althusserian structuralism and claimed to
represent a ‘new’ critical geography, to one in which postmodernist
accounts are now presented as a‘new’ ‘new’ geography founded on the
assertion of the impossibility of general accounts of any kind. Geography
being geography, none of these schools has ever been abandoned.
Positivist number crunching continues unabated and certain spatially-
oriented journals are full of it yet. However, the face geography has
presented to the other social sciences has, more or less, followed the
trajectory described above. It can be summarised in the overlapping
careers of David Harvey from positivist law seeker to structuralist
‘Marxist’, and Doreen Massey’s movement from structuralist Marxismto
her present endorsement of postmodernist approaches. This matters
because geography has profoundly influenced the genera approach of
social science to space for two decades, not just (rather oddly, perhaps
least) intermsof accountsof thenatureof social space(s), but by settingthe
character of theoretical debate.

What isparticularly interesting about thisisthat the shifting debate has
changed its use of measurement without ever quite abandoning it. The
positivist period saw statistical number crunching, especially in the form
of factor analyses, thrown at datain order to generate entitiesfor ordering
in causal models. This still goeson, of course. The structuralist, and even
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the postmodernist, approaches, whilst abandoning causal models, retained
the use of quantitative descriptive indices as ways of describing social
changeand spatial variationinthat change. Thiswasreasonableenoughin
epistemological terms for the structuralists, but it has to be said that
postmodernistswho shouldin principle discount such modernist products
asstatistical indices, don’t half rely on them for the general representation
of the world as having changed. Raymond Williams has already told us
why that should bein the epigraph to Chapter 3 of thisbook. Thereisjust
no other way of grasping our sort of world in its complexity, even at the
level of basic description.

| want to start thischapter by thinking about themeasurement of spaces
and of changes of spacesand in spacesover time. Geography and the other
disciplinesinvolvedin‘urban andregional studies’ work toaconsiderable
degree in terms of a nested hierarchy of spaces comprising the world,
blocks/regions 1, nation states, regions2, localities and neighbourhoods.
Thisisarelatively simplehierarchical structure. Theonly ambiguouslevel
is the second, where the term ‘block’ is used to describe organised sub-
world spaces, for examplethe European Union or theNorth American Free
TradeArea, and theterm regionl refersto sub-world but larger than nation
states spaces defined primarily by spatial propinquity, for example the
‘Mediterranean world'. Region2 here indicates sub-national but larger
than local spatia units which in advanced industrial societies almost
always have a clear administrative identity of some sort. The terms
‘locality’ and ‘ neighbourhood’ will be unpicked subsequently.

What is interesting from a complexity position is that for spaces we
have measurements over time. The measured account is certainly not
simple. The actual spaces to which the measurements apply can shift
boundaries, although thereisan argument to be had about whether physical
spatial reference matters all that much here.1 This chapter will take the
opportunity offered by the existence of this set of measurements and will
suggest that thinking about what they arein relation to one of the central
issuesin contemporary spatial studies, that of socio-spatial differentiation,
showsthe utility of the complexity approach in urban and regional studies
asawhole.

These debates are by no means merely academic. There is a clear
relationship between the forms of urban and regional policy and the
character of academic understanding in these fields. Graham’s (1992)
account of theway inwhich ‘regulation theory’ in particul ar hasinformed
the abandonment of any commitment to transformational social reform at
the urban level, and led to a pessimistic endorsement of mere tendential
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modification, is wholly convincing. Chapter 8 of the thesis is exactly
concerned with these sorts of issues of urban governance.

Thehierarchy of spaces

The key word in contemporary spatial studies is ‘globalisation’. The
essential content of thisideaseemscorrect. It describesasituationinwhich
the world system which Wallerstein identifies as coming into being with
the development of the seaborne European empires of the sixteenth
century has become so generalised that all aspects of economic, and
consequently social, life are interconnected on a global scale. It can
certainly be argued that globalisation has not been a steady or indeed
always forward moving process. The world of 1914 was probably more
globalised than that of 1949, given the impossibility of free movement of
capital into the Soviet bloc and China at the later date. Even within the
West, the capacity of governments to regulate capital transfers remained
significant fromtheFirst World War until theearly 1980s. However, it now
istrueto say that finance capital isfreein spacein the very short term and
industrial capital has much the same spatial mobility in the medium term,
thelength of which medium term isdetermined by the depreciation period
of fixed capital assets.

Just asthe productive capital assets of the system are spatially free, so
arethe productsto be consumed, whether material or cultural. Intheir two
books The End of Organised Capitalism (1987) and The Economies of
Sgnsand Space (1994), Lash and Urry describe these devel opments. We
have global consumption and a global culture. Urban theory has paid
particular attention to ‘world cities, i.e. to those cities which seem to
function askey command and control centreswithinthisglobal systemand
inwhichthevirtual world of financial capital actually touchestheearthin
the form of the physical presence of the three key financial markets of
Tokyo, New York and London. However, thereisareal senseinwhich all
cities and places are world cities and places, that is to say they are best
understood in termsof their position within aworld system, rather thanin
any spatial system constructed on asmaller scale.

It is possible to argue that this account is somewhat over-stated. The
development of the European Community and of the North American Free
Trade Area has involved the political construction of economic blocs
which are quite big enough to be actors on aworld scale. Much of world
trade in commodities, as opposed to finance, is quite short distance and
regionl centred. Inthediscussion of ‘worldcities’ thisisrecognised by the
specification of afirst division below the premier league, including cities
like Los Angeles, Miami, Hong Kong and Shanghai which mediate
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relations between regions and the world system. What is increasingly
redundant in this formulation is of course the nation state which is
subsumedintothebloc (or, asinthe case of thefederal US, subsumesother
nation states, especially Canada, to it).

The next level down, region2, does have considerable significance.
This sub-national level seems to be crucial for the effective sub-bloc
organisation of the co-ordination of production and reproduction for a
crucia level of enterprises and for policies relating to the organisation of
space and the provision of trained labour. Thisiswell recognised by the
European Unionwithitscommitment to aEuropeof theregionsrather than
of the nations.2

Below the region2 level is that of the locality. This is a term which
becamevery fashionablein spatial studiesinthelate 1980sand thereisan
extensive literature dealing with it (see Urry 1988; Duncan 1986). The
term was developed to replace the astructural usage of ‘community’ as
employed by the 1960s community studies of local social systems. The
termisintrinsically, and usualy explicitly, realist. Bagguley et al. assert
that: ‘thelocality study asamethod[origina emphasis] hasarisenfromthe
attempt to address the complexity of spatially intersecting causal
processes’ (1990: 8). They develop their argument thus:

We derive our sense of the local from a realist perspective, by
paying attention to the spatial ranges [original emphasis] of the
many causal el ementsthat impingeonany chosenarea. . .. All of
these overlie each other and can enter into substantive
relationshipswherethey overlap, involving sometimesthe same
and sometimes different collections of individuals and other
subjects. Social reality from this perspective, is made up of the
totality of these significant inter-rel ationships over space.
(Bagguley et al. 1990: 10)

Cochrane has devel oped the useful idea of  micro-structuralism’ asaway
of identifying the core content of the notion of locality:

The distinction between necessary and contingent relations
whichissoimportant to realism hasbeen presented asameans of
acknowledging the uniqueness of different places, without
giving up the idea that their development also reflects general
processes.

(Cochrane 1987: 354)
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Thiscan betaken somewhat further. Duncan di stingui shes between spatial
differenceswhich are mere spatial variation (apassive contingency effect)
and another level at which:

Over and above this contingency effect, causal effects may be
locally derived. This is our second level. Furthermore a
combination of these may create what can be called a‘locality’
effect. Thesumof locality derived causesisgreater thantheparts.
In both these cases, our second and third levels of socio-spatial
interaction, local variations are active in the sense of causally
producing outcomesrather than just contingently affecting them.
(Duncan 1986: 28)

Theuseof theword ‘interaction’ hereishighly indicative. We are dealing
with emergent properties of a system which can change. The level of
region2 has been discussed in essentially similar terms, with the range of
the two usually operationally distinguished in terms of level of economic
integration. In other words, localities are usually operationalised in terms
of local labour markets and regionsin terms of aggregates of local labour
markets which combine some socio-historical identity with being of an
appropriatesizefor the essentially corporatist co-ordination of production
and reproduction. It is very important to note the resonance between the
usage of the term ‘locality’ by geographers and its usage by
mathematicians interested in non-linear systems. The burden of Chapter
3's presentation of the mathematical accounts was precisely that general
lawswerenot achievable, that what mattered wasthelocal account.

Localitiesand regionsareimportant inthemselvesandin policy terms.
In other words they are real entities and they are the objects of active
interventions by policy makers seeking to position them within the
hierarchies of statusesavailablefor each level onaworld or smaller scale.
Positioning policy is the crucia role of much of contemporary urban
governance, at |least of those aspects of governance which arein any way
innovative as opposed to routinised continuation of existing reproductive
policies.

‘Neighbourhood' is simply the term | have chosen to use for the
smallest significant socio-spatial scale. For me this is not described by
function. Indeed, those parts of urban space which are not primarily
residential lieoutsidethe scheme of neighbourhoods. Neighbourhoodsare
the places where people of the same sort, in our world people sorted
essentially by classbut also by race/ethnicity, and to amuch lesser degree
by lifestyle,3 al of which operate in a complex way, reside. Thisis the
terrain of urban ecology, the baby thrown out with the bath water of
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Chicago School Spencerian social Darwinist determination of internal
urban structure by Castells (1977). Although the term ‘social ecology’ is
so taboo and polluting asto be almost never used, it is of course the basis
of the contemporary and very proper interest in social polarisation in the
‘divided city’ and isintegral to discussions of the development of a so-
called ‘underclass 4 in advanced capitalist societies.

The hierarchy of spaces outlined above constitutes a set of nested
systems each down from the world system, containing elements made up
of the level below it. It may be that the bloc/region2 level, and is amost
certainly thecasethat thenation statelevel, aredissol ving systems, leaving
aworld system of regions, which in turn constitute systems of localities,
whichinturn constitute systems of neighbourhoods. Indeed, in the case of
trueworldcitiesthelocality and region2|evelsmay beidentical . However,
the systemic account still holds even in thismoresimplified form.

Here is where the measurements matter so much. We have
measurements which describe the whole systems at any level and
measurements which describe the sub-systems in terms of their position
within the whole systems. We can think of the systems both as phase/
condition spaces and as single entities. As an example of the latter we
might consider thepossibleattractor statesfor theworl d system of Fordism
and post-Fordism. We can seethe hierarchy of positionsfor regionswithin
the world system as representing a set of possible attractor stateswithin a
phase space congtituted by the world system in its present form.
Neighbourhoods within localities are entities within the phase space of
localitieswhichinturn are entities within the phase space of regions.

L ocal complexity —the‘locality’

The most systematic debate about the nature of space in recent years has
focused onthelevel of locality. An extreme position in thisisrepresented
by Warf (1993) who seizes on the contextuality of thelocal asan essential
component of any postmodernist account. In doing so he ignores
compl etely the point about micro-structuralism made by Cochrane (1987)
and seeksto assert the unique significance of the local against the kind of
universalist political economy meta-narrative heidentifies with the work
of, for example, David Harvey. He constructs his argument around a
prescription of the four essential elements of the general postmodernist
account (which despite its generality cannot be considered, of course, to
constitute any sort of meta-narrative at al). These are:

Complexity [original emphasis] — the explicit recognition that
genera metanarratives (including Marxism) have largely failed
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to capture the enormous variation within and among social
formations . . . postmodern explanation rejects the assumption
that explanation consists of showing particular events to be
outcomes of wider processes.

Contextuality [original emphasis] — the reassertion of time and
spaceinto social theory (and an end of the primacy of time over
space). Postmodern geography asserts that when and where
things happeniscentral to how [original emphasis] they happen.
Thus theory must acknowledge not only that knowledge is
historically specific, but geographically specific as well, i.e.
explanation must be tailored to the unique characteristics of
places.

Contingency [original emphasis] —the stress upon intentionality
and human consciousness. . .. Rejectingtel eol ogical explanation,
postmodern geography posits that landscapes are fashioned
through conscious human agents circumscribed within afinite,
ever changing set of constraints. Such an approach accepts that
history and geography could always be ‘ otherwise', i.e. that the
present is by no means guaranteed by the past; thus to know a
society and a geography isto know how it could be different than
itis[original emphasig].>

Criticality[original emphasis] —thelinkagesbetween knowledge
and power, the acknowledgement that every explanation is
simultaneously alegitimation of avestedinterest.

(Warf 1993: 166)6

It is important to note that Warf identifies the last as constituting an
emancipatory principle in socia science, although as he construes it, it
cannot of course constitute a valid general emancipatory principle.
Criticality iscertainly important but it will perhapsbe more useful if there
isindeed some way in which its generality might be established. Here |
want to suggest how, with an expansion of the notion of complexity (i.e. an
assertion of the meaning given generally to that word in this book), a
rejection of the absol ute notion of contextuality, which nonethel essallows
for the significance of the local, and a restating of the principle of
contingency (ala Warf) in terms of the rather old-fashioned formulation
that people make history, but not in circumstances of their own choosing,
we might establish the basis for an emancipatory project which might
actually work. Indeed, my specification of contingency goesfurther here.
Warf’s understanding of this term is essentially the same as Gould's as
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discussed in Chapter 2. From a chaos/complexity-informed position it is
certainly important to consider alwayshow something could be other than
it is, but it cannot be anything at al. Rather there are a limited set of
possibilities constructed beyond bifurcation points. There is a range of
othersbut not aninfinity of others.

Let me focus on the idea of contextuality. Warf, in contrast with
Cochrane’'s conception of the micro-structural character of locality,
specifiesthe absol ute uniquenessof eachlocal context. Hegoessofar asto
assert that: ‘A postmodernist geography, structured epistemologically
around thefour setsof issuesarticulated above, recognises. . . that atheory
of poverty inNew York isfundamentally different fromatheory of poverty
inLondon’ (1993: 167). Short'scomment on thisisworth quoting:

Thismay be arhetorical flourish. . . . But if he actually believes
this and thisrepresents amore general trend then | am worried. |
can accept that poverty is different in different countries and
different cities, the experience varies by time and place and
person. General discussions of poverty need to be aware of such
differences. But if we are going to try to generate fundamentally
different theories about poverty in two capitalist cities then
perhapswe need to redefine theword ‘ theory’.

(Short 1994: 170)

Short’spositionisexactly equivalent to Cochrane’ sonmicrostructuralism.
Let us get a complexity fix on al of this by considering Teesside in the
northeast of England. This industrial estuarine conurbation is a good
example both because it constitutes a locality’ and because there is a
unique time series household-based data set describing the tragjectory of
forms of householdswithin it from 1977 to 1995. Cleveland islocated in
thenorthernregion of England whichisarather clear exampleof aregion2.
Within that region it is not the regional capital but rather an industrially
specialised zone which serves as a sub-regional capital for retail and
administrative functions. In turn the north of England iswithin the nation
state of the UK, which iswithin the bloc of the European Union (although
currently relatively immune from EU socia policy forms), whichisina
world system characterised by globalisation. That term stands for the
relative freedom of capital in space and the hegemony of liberal free
market ideology in political prescription. There is a direct and strong
politico-economic link between it and the policy regimes of the UK state
whichisinturnrather directly transmitted to both theregional andlocality
levels, given that the former in the UK is run by civil servants in a
prefectorial style and that the scope for autonomy at the latter has been
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enormously eroded through central financial control andthetransfer of key
areas of service and devel opment activity from elected representativesto
centrally appointed quangos.

Subsequently | want actually togo below thelocality level and consider
the case of East Middlesbrough, a neighbourhood which was the product
of post-war left K eynesian housing policiesand urban planning (seeByrne
1995b). Let usreview the series of level swhich operate here and see how
they inter-relate. At the global level we can see how tendencies in the
genera organisation of capitalist production (technologically achieved
massive increase in labour productivity) and the spatial reorientation of
much basic department | (capital) goods production as part of the new
international division of labour, have caused (a deliberate usage) the
deindustrialisation of the Teesside area. In 1971 the locality contained
234,000 jobs, of which 58 per cent were industrial. In 1991 the locality
contained 202,000 jobs, of which 40 per cent were industrial (see Byrne
1995h: 100). Over those twenty years, 54,000 industrial jobs were lost.
This transition reflected both global changes, and the policy regime and
genera incompetence of UK national government over the period. Of
particular national significance was the combination of high exchange
rates in the early 1980s with both denationalisation and legislative
weakening of the capacity of workersto defend themselvesat the point of
production (see Beynon et al. 1994 for an account of industrial changesin
Teesside). However, these industrial changes do not constitute the whole
of the national effect. Of just as much significance was the fiscal/social
security policy of national government which massively reduced taxeson
higher incomes and massively (inrelative, if not absolute terms) reduced
benefits paid to the poorest. It is the interactive effects among the factors
of deindustrialisation and consequent job insecurity, low income
substitution benefits, and high incomes for the secure owners and the
higher service class which constitute the causal influence of national
policies(see Byrne 1997b).

The significant locality level factor was the planning regime directed
at consumption-oriented land development (see Byrne 1994 for a full
account). This prioritised ‘exclusive’ schemes and channelled public
resourcestowards asystem of ‘ catalytic planning’ which was supposed to
stimulate aland market dependent on consumption by the beneficiaries of
the Thatcher years. This project has been almost wholly unsuccessful in
terms of its formal objectives, but distracted both political energies and
fundsfrom almost all other policy initiativeswhich might have addressed
the socia consequencesof deindustrialisation. The effective operations of
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theregion2level over the period under review havesimply beenin support
of thisgeneral programme of urban redevel opment.

We can measurethechangesat all thespatial level sthusfar defined. We
can see changesin the state of the global system in terms of employment
and production levels and patterns of trade and consumption. These
change over time. We can see changesinthe national level, particularly in
termsof real |evelsof non-employment among men of working ageandin
relation to patterns of inequality in household incomes. Again these
changeover time. Theglobal system constitutesacondition or phasespace
withinwhichthenation stateislocated. During theperiod under review we
canseetheUK asbeingdrawntowardsanew formof ‘ welfareregime’ (see
Esping-Andersen 1990) which can be understood as one of the available
attractor states for national economic and social polities. Of course the
initial circumstances of the UK might well be considered to have
predisposed it towards that attractor basin, but the historically contingent
event of the Falklands War, coupled with actions of the establishers of the
SDP who split the Labour Party at a crucial time, were at the very least
significant political perturbations. This was robust chaos and here it is
really quite possible to follow Warf’s dictum and ‘ know how the society
could be different than [sic] itis'. Here the meaning of ‘how’ istwofold.
We can see what the different form might be — Sweden with a bit of luck
and thewind intheright direction—and how that could have been got to—
by a Labour victory in the 1983 election with the wind in the left’s sails.
Therewas another way to be.

What is interesting in the UK context is the way in which national
government used the power of parliamentary sovereignty tolimit therange
of possible attractor states for localities in a very definite fashion. The
elimination of local financial autonomy and the actua abolition of any
subsidiary level which seemed to offer any kind of focus for resistances
meant that aternative local strategies could not be attempted. Urban
governmentswereforced to go along with the catal ytic planning approach
embodied in the establishment of Urban Development Corporations (see
Imrie and Thomas 1993) and generalised through the competitive scheme
mechanisms of ‘City Challenge’ and ‘the Single Regeneration Budget'.
The only policy form that could be pursued was driven by the efforts to
recreateaninner urbanland market. Thiswasjustifiedideologically by the
continued assertion that more regulatory planning regimes had failed
because they * attempted to buck the market’. The general ineffectiveness
of the consequent effortsat diverting land marketsfromtheir attractionfor
retail development to the edge city and for expensive residential
development to the non-urban, demonstratesthat bucking the market may
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have had its limitations, but they were considerably less than those
involved in trying to fiddle it. The centrally determined policy regime
eliminated the real other attractor, the just city, as a possibility. The
attractor of theworking market city just didn’t exist. What we got wasthe
unjust cocked-up city.

The emphasis here on the significance of relationships among the
levels of the nested systemsis of great importance. If it were not for these
relationsthen Warf’s account of the uniqueness of the local would stand —
it would be exactly analogousto non-linear mathematics' insistenceonthe
examination of local characteristics at bifurcation points. This remains
crucial of course, but it isnot enough. Thereal systemswithwhichweare
dealing are not isolated from other systems. They exist within them, are
influenced by them, and influence them. The relationships are rea and
reflexive.

Let uslook at the system characteristics of Teesside. Onekey variable
here might bethe proportion of adult males of working agewho have been
involuntarily displaced from being in full-time work. The definition
suggested inthe previoussentenceisdeliberate. It isnot simply amatter of
unemployment. There are two other possible statuses which can describe
non-employed men of working age. Thefirstisthat they might bestudents.
There hasbeen an enormousgrowth in continuationinfull-timeeducation
beyondthe age of 16 (theminimumlegal agefor full-timework) inthe UK.
Of course part of thisis certainly because people can’t get jobs so they go
for qualifications. However, | propose to treat this element as voluntary.
Theother element isthe massive growth inthe numbersof men of working
age who self-classify themselves as ‘permanently sick’. To a very
considerable degreethisisaproduct of the operation of benefit regulations
during the 1980s and early 1990swhen it was much better for along term
unemployed man to achieve the less regulated and better remunerated
status of being in receipt of invalidity benefit rather than some form of
unemployment benefit. Officials were encouraged to support such
transitions as away of reducing unemployment totals. Recent changesin
benefit administration may well eliminate this, but over the period under
considerationitisquiteappropriatetotreat the* permanently sick’ asreally
another component of the involuntarily unemployed.

Between 1971 and 1991 the number of men recording themselvesona
census return as either unemployed or permanently sick on Teesside
increased from 19,000 to 47,000. As a percentage of the adult male
populationthisrepresented anincreasefrom 10 per cent of thetotal of adult
mal es of working ageand not studentsinvoluntarily unemployed, to 30 per
cent. Thisis exactly the Feigenbaum number, a change in a controlling
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parameter of three times, which suggests that a torus pattern of system
states will become transformed into a butterfly attractor pattern. In Byrne
(1997a) | have devel oped this account of both Teesside® and the L eicester
urbanarea, and arguedthat it wasthiskey control parameter shift whichled
to the development of both as ‘divided cities characterised by a high
degree of internal socia differentiation into two sets of affluent and
deprived neighbourhoods. In this formulation the locality is seen as the
phase space containing the neighbourhoods, but we can also regard the
‘divided city’ as a new attractor state in the phase space containing
localitiesthemselves

The most convenient tool for classificatory description hereisthe use
of cluster analytical procedures at different time points. Given the
existence of small area statistics sets for successive population censuses
this is quite an easy thing to do (see Byrne 1989, 1995b and 1997 for
examples). Essentially such analyses support an account of the
polarisation of city space with the transition from a Fordist system based
on full employmentinanindustrial system, to apost-Fordist oneinwhich
thereis are-creation of employment insecurity and a massive reduction
both absolutely and relatively in industrial employment. We can see the
city ascoming to be aphase spaceinwhich neighbourhoodsarelocatedin
one or the other of the wings of the butterfly. It is possible for
neighbourhoodsto shift position. Thisistheprocessof gentrification, most
recently and systematically discussed by Smith (1996). Clearly the
catalytic planning strategies attempted in Teesside were efforts at
achieving gentrification. However, despite enormous energy inputsinthe
form of grant aid and the delivery of land to developers at negative costs
(seeByrne 1994), thiswas not enough to achieve significant gentrification
of these locales. Rather more common has been the transition to lower
status which has characterised even formerly securely middle-class areas
of West Newcastle, possibly the most disorganised socia space in the
whole of the UK. In the UK this is class mediated. In the penultimate
section of this chapter | want to consider, using US examples, therole of
ethnicity asacontrolling parameter in urban systems. Beforedoing that let
usturntothelast element in the urban system, theindividual household.

Householdsassocial atoms—thestatistical
mechanicsof theurban system

The general complex account of social space presented in this chapter
has at its core the notion that the successive spatial levels constitute the
phase spaces of the levels below them. This stops with individua
households, the significant social unit inwhichwespend our livesoutside
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of work. All operational definitionsof households centreonacombination
of pooled consumption and shared residence. Household membership
defines our class in Weberian terms since it is the resource base of the
household which limits our capacity to consumell and residence fixes us
insocial space. However, we can movein space, either with our household
or from it. Such movements require large energy inputs, but these are
achievable. The divorced woman whose house is repossessed because of
mortgage defaultsby adeparting husband, can easily passdown thesystem
with her children. Very good academic achievement can bring a young
adult up (although the school sthey attend are not likely to be of much help
here— see Byrne and Rogers 1996). A single parent can get anew partner
and movefrom ahousehol d dependent on state benefitsto onewith oneand
a half wages, which can be enough to achieve movement into reasonable
cheap owner-occupied housing. Itisclear that these sortsof transitionscan
only really bemapped by ahousehold panel study onthelinesof theBritish
Household Panel Study. However, even this has limitations, notably in
terms of its spatial content. For anonymising reasons, and because the
study is nationally founded, it is difficult, not to say impossible, to locate
the households within their local social spaces at the times at which their
measurements were taken. Regrettably, the Cleveland Social Survey
abandoned its panel element very early on, so thereisno local mapping of
actual transitions directly available from it. It may prove possible to
reconstruct earlier |ocations of people and their households from thisdata
set but thisiswork for the future.

However, let usimagine that we did have alocal panel study covering
the period 1977 to 1995 (we should be so lucky). What thiswould enable
us to do would be to plot the movements of households, and the new
households which stemmed from them, over time and through social
space, remembering of coursethat the character of social spaceitself might
be changing in anon-linear way. We could seein somedetail what exactly
was associated with socio-spatial mobility. Of course, peoplewould move
to other localities, but, provided we knew their new addresses, we could
locate them readily within the neighbourhood system of that new local
phase space. In effect we would have an (almost certainly sample-based)
account of the movement of social atoms within a social system. This
would enable usto seethe actual historical development of thesystem asit
occurred and to map out the way households and people moved through it
inthecourseof their lives.

Thisisall closely relatedtothecriticismsof thegeneral character of the
guantitative programme in sociology which formed the substance of the
previous two chapters. Essentially much of that criticism centred on the
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individualistic orientation of quantitative sociology. Enormous effort has
been devoted to modelling how some person or household ended up in a
givensituation, without muchthought being giventowhat produced the set
of possiblesituationswhich therewereto end upin. Given adataset of the
kind described above, coupled with the system describing measures
available from censuses of population and employment and a range of
other descriptors of changesin the condition of thelocality,11 we can see
both what the changing shape of the phase space is in terms of possible
attractor sets, and what it is about changes in people’s lives which
facilitatestheir movement among that changing set of attractorsover time.

Let us consider the case of East Middlesbrough. This large
neighbourhood was the product of deliberate planning during and at the
end of the Second World War. It represented a real social democratic
commitment to the elimination of social and spatial inequalities. In an
informative report researchersfrom the Centre for Environmental Studies
(CES) concluded that:

The pioneering 1946 Max Lock plan set out a very ambitious
thirty year programme which involved the relocation of 50,000
peopleand heroically aimed at ‘ pulling together’ thetownwhich
was at that time regarded as socially fragmented. Ironicaly; the
thirty year building programme of East Middlesbrough’s eleven
neighbourhood estates put even more physical and social
distance between East Middlesbrough's working class
population and the rest of the town.

(CES1985: 1)

That statement is descriptively accurate and analytically inaccurate. In
other words, asof 1985it describesthesituation pretty well exactly, but the
actual planning and construction programme did not generate that
situation—itdidnot ‘ put’ it there. Rather, intheearly 1970s, by whichtime
the East Middl esbrough devel opment was essentially compl ete, therewas
not amassive social distance between the people who lived there and the
rest of the town. By the early 1990s, in the divided city of Teesside, there
was. Thisisvery easily illustrated by a comparison of socia division on
Teessidein 1977 with social divisionin 1991 (see Byrne 19953). In 1977
just 10 per cent of Cleveland’'s households which contained dependent
children werein adeprived category, when acluster analysis was used to
differentiate between deprived and non-deprived. By 1991, 30 per cent of
such households were in this deprived category. In 1977 most deprived
househol dswere headed by afemalesingleparent. In 1991 most weremale
headed, although most femal e headed households remained deprived. In
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1977 athird of East Middlesbrough households were deprived. In 1991
twothirdswere.

Clearly East Middlesbrough was less affluent than most parts of
Cleveland in 1977 but most househol ds resident there were not poor. By
1991 the areawas essentially characterised by deprivation. That reflected
the locality’s phase space change from a Fordist torus to a post-Fordist,
post-industrial butterfly. What would be really interesting would be to
explorethetrajectory of householdsinto and out of East Middlesbrough as
well asthe changein the situation of the neighbourhood within achanging
locality, within achanging region2, within achanging nation state, within
a changing bloc, within a changing world. There were certainly specific
locality, and even neighbourhood, effects which set the situation for East
Middlesbrough, but the general global context mattered too. It was
interactionsamong gl obalisation, national policy shifts, local planning and
development, and neighbourhood factors, which created the present
situation of that place. When we come to the household level, the socio-
gpatial atoms, then we add in household factors as well, and al the
interactions at and among these levels. That iswhat sets up the statistical
mechanics of social space.

TheUS-raceasan additional controlling
parameter

Theinternal spatial ecology of citiesin the United Statesis more complex
than that of the UK because of the crucial roleof ‘race’, and specifically of
black American status, inconstructingit. Thereisnow good evidencefrom
the 1991 census that the UK does not have ethnically constructed ghettos
in any meaningful sense of that word (see Peach 1996b), but the situation
inthe USisonemarked by: ‘ the unique segregati on of black Americans. .
. and the del eterious consequences they suffered as aresult of this spatial
isolation” (Massey and Denton 1993: viii).
Massey and Denton remark that:

although we share William Julius Wilson's view that the
structural transformation of the economy played acrucial rolein
creating the urban underclass in the 1970s, we argue that what
madeit disproportionately ablack[original emphasis] underclass
wasracia segregation.

(Massey and Denton 1993: 136—-7)

Massey and Denton’ sbook summarisesavery large number of studiesand
uses census-derived materialsto explorethe extent of racial segregationin
UScities. They noteboth that thishaschanged very littleover thetwentieth
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century and that the black middle classis segregated much more fromits
whiteequivalent than it isfrom the black poor.

Therearethreeaspectsto thisfrom acomplex systemsview of thecity.
The first relates to the character of the city as a phase system of
neighbourhoods. The residential space of UK cities can be understood
essentially in classterms. That of US citiesmust al so take account of race.
Here what is being called the city might better be described as the urban
area. The phenomenon of whiteflight hasrendered many urban areacores
primarily black, but the locality is properly considered as including both
the city and its suburban catchment area.12 In seeking to understand the
patterning of USresidential space, raceisasimportant asclass.

The second aspect relates to the actual transformation process of US
residential neighbourhoods by realtors as block busters. Lemann (1991)
notes the inability of Saul Alinsky and progressive elements in 1960s
Chicagoto createan ethnically mixedlower-middle-/upper-working-class
neighbourhood in the city. Instead, the entry of black families led to the
area becoming overwhelmingly black, by a process that could be
mathematically modelled in terms of catastrophe theory. In the UK the
ethnically mixed suburban areais aperfectly possible attractor. Inthe US
itisnot.

Thisabsence of the ethnically mixed middle-class neighbourhood asa
possible spatial attractor is crucia for the actual life trgjectories of US
black households. Black people can achieve some social mobility butitis
very difficult for them to isolate their children from the disabling
characteristics of ghetto experience. White middle-class children attend
good public (inthereal USsense) school swhich containvery few children
who are failing and who express deviant value systems. Black middlie-
class children are far more likely to bein schoolswhich draw on areas of
severe social deprivation.

The reasons for this saliency of race for black Americans, in marked
contrast to all other ethnic groups in the US, including Hispanics in the
main, but not those Puerto Ricanswho areregarded by USwhitesasblack,
clearly liesinthe cultural formsthat became associ ated withthevalidation
of chattel davery before emancipation, and with racially-based exclusion
from citizenship alongside economic domination, in the subsequent
reconstruction system founded on sharecropping.

M orenoff and Tienda(1997) haverecently reported theresultsof avery
interesting study of the temporal dynamics in Chicago. This study is
interesting both in terms of method and of substantive findings. The
method used was precisely a time-ordered set of cluster analyses of the
kind which it was suggested in Chapter 3 should be used as a way of
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exploring thehistory of dynamic qualitativechange. Theresulting account
is one of considerable social polarisation. In particular transitional
working-class nei ghbourhoods, which comprised 45 per cent of all census
tractsin 1970, formedonly 14 per cent of suchtractsin 1990 (M orenoff and
Tienda 1997: 67). Of considerable interest also is the way in which
Hispanic immigration has modified the social ecology of Chicago with
concentration of Hispanicsleading to thetransition of many stablemiddle-
class neighbourhoods to the transitional working-class category. In
Chicago ‘underclass neighbourhoods were overwhelmingly (90 per cent
on average) black.

Ethnicity and its history is enormously important for the socio-spatial
form of UScitiesbut recent devel opmentsin the strategies of capital have
also played arolewhich has occurred to alesser degreein UK cities. Fitch
(1993) providesafascinating account of the * Assassination of New York’
which describes how the FIRE (Finance, Insurance and Real Estate)
complex manipulated the urban planning system from the 1920s onwards
in order to change designated land uses asaway of extracting more value
from sites. What happened was that agency, much of it perpetrated by the
Rockefeller family,13 reconstructed the character of thewhol e urban space
s0 asto preclude much industrial employment being possible. In the case
of New York acomplex and diversified employment system was actually
simplified so astoexcludethat part of it which generated decent bluecollar
incomes. This is of great significance in explaining New York's
particularly high levelsof real unemployment, which differentially affects
black people.

| haveargued beforethat theracialisation of ‘ theunderclass' represents
a process of assignation rather than something which is inherent in the
urban system. What this meansisthat the processes of deindustrialisation,
which as Fitch so convincingly demonstrates must be understood in local
aswell asglobal terms, create aseriesof positions. Ethnicity can function
as a hasis on which people are then assigned to those positions but
processes of ethnic domination do not createthem inthefirst place. Their
originsliewith actionsoriginating in relation to the systemsof production
andcirculation.

It seemsto methat this argument is essentially correct for the UK, but
that in societies where ethnic domination is or has been integral to
economic exploitation, then ethnicity has a determinant effect, in a
complex and contingent form of course, of itsown. The obvious example
of such asystem was apartheid-era South Africawhereits spatial formin
residential termswas ensured by the operation of the Group AreasAct. In
the northern United States the cultural expressions of a uniquely
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exclusionary racism continue to be of enormous significance. It should
provepossibleto model thehistorical devel opment of residential racial and
class segregation in US cities through a process of quantitative historical
exploration. Thisissue of the ‘underclass’ and its spatial constitution will
belooked at againin Chapter 8.
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6

THE COMPLEX
CHARACTER OF HEALTH
AND ILLNESS

Introduction

Mention has already been made of the work of Wilkinson (1996) on the
inter-relationship between the extent of internal inequalities among
different nation states and the comparative levels of mortality and
consequent life expectancy inthose states. Thiswascited asaparticularly
clear illustration of the inter-relationship between the levels of the
hierarchy of nested social systems: here between the general social level
and the actual health outcomes for individuals, since death rates and
consequent life expectancies are generated by the aggregation of
individual events, which in turn are in part the product of general social
factors. It has also been suggested in a preliminary way that the level of
inequality isakey controlling variablein determining the character, within
thepossiblestate spaces, of theattractor form describing aparticul ar nation
state. Thisistruefor health but al so can describethesocial orderingeneral.
In this chapter the re-emergent social account of the origins of health and
diseasewill betaken upin moredetail. Thisexercise hastwo objectives. It
isintended to reinforce the rel evance of the chaos/compl exity approachto
social science in general by showing how it can be used to organise
understanding about these socially important issues. It isal so specifically
addressed to the substantive concerns of Wilkinson and his associates
about inequality and socia exclusion.

The chapter starts with a discussion of the arguments presented in
Blane et al. 1997. The general tenor of the book isillustrated by itstitle
Health and Social Organization — it asserts that the health of peoplein a
society isvery largely aproduct of the character of the social organisation
of that society. Whilst the contributors recognise the real achievements of
clinical medicine in terms of reducing morbidity, this text is part of the
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strong social programmein the application of the social sciencesto health
issues — it says, modestly and quietly, but nonetheless firmly, that the
biomechanically-founded programme of clinical intervention in the
individual caseisnot what matters, and not what hasmadeadifference. An
immediate and superficial intellectual responseto thiswould beto seeit as
part of apostmodernist attack on modernist rationality. Kelly et al. (1993)
have perceptively pointed out that thisis not so. Instead they identify the
socia account of health as an alternative modernist programme. | agree
with this specification but do not follow Kelly et al. in their search for a
postmodernist salutogenic programme. Rather it seems to me that the
social model of heath is not just any different modernist account.
Understood as an implicitly complex account, it is the right account of
health, and thepolicieswhich derivefromit aretheright policies. Specific
aetiol ogies established by reductionist science may matter much lessthan
biomechani cal medicinethinks. Complex social aetiology mattersagreat
deal. It ispossible to be right about how the world works and to prescribe
appropriate action to makeit work differently.

The chapter will be organised around ascanning of thedebatefor signs
of complexity. | will begin with a discussion of some of the ideas of
contributors to Blane et al. (1997), continue with a consideration of the
actual empirical study of Health and Lifestylesreported by Blaxter (1990)
which brings in an individua dimension, and conclude with a
confrontation of Kelly etal.’s(1993) interesting attempt at apostmoderni st
critique with the chaos/complexity-founded fix on these issues and
studies.

Under standing health

Popul ation heal th can be conceptualized asthree concentric rings
of health determinants surrounding a central core that contains
the population of people of concern. The inner or proximal ring
referstotheimmediate surroundinginfluences. . .. Thesecond or
intermediatering refersto community or areainfluences. . .. The
third or distal ring refersto macrosocial influences.

Within a ring the various features are highly interactive.
Moreover, the rings are porous, allowing features of onering to
interact with features of another ring. Sometimes features of an
inner ring interact with and influence features of an outer ring,
although the predominant direction of influence is probably
inward.

(Tarlov 1996: 82-3)
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The central problem of medicine considered as a social scienceishow to
get beyond the characteristics of theindividual case. Thisisnot merely a
conceptual problem. It was of fundamental practical importance in the
early years of the industrial revolution when the conditions of urban life
weresoinimical to human health, and in particular to the health of infants,
that the actual physical survival of the industrial proletariat was at risk.
This applied both to the absolute numbers of the population and to its
genera capacities. Infant and child mortality was so high in theindustrial
cities of Britain during the first half of the nineteenth century that the
population could only grow by continuing immigration from the rural
areasingeneral and Ireland in particular. By the early 1900s the minimum
height requirement for admission to the volunteer British Army wasfive
feet two inches, four inches less than it had been a hundred years earlier.
Twothirdsof thevolunteersfromindustrial districtsfor serviceinthe Boer
War werewholly unfit for service. Inthe First World War special battalions
of midgets, the bantam battalions, were raised from those who could not
meet the height requirement.1

McKeown (1979) demonstrated that curative interventions based on
treatments predicated on specific aetiologies have been almost wholly
without significance in the development of the ‘headlth transition’
undergone by advanced industrial societies in which the infectious
diseases have ceased to be the major cause of death.2 Although he argued
that public health improvements were of some but not great significance,
this argument was predicated on the central role of clean water and
sewerageaspart of thepublic health programmeand M cK eown’ sview that
air-borne rather than water-borne infections were the most significant
killers. Thisaccount neglects several important factors. Simply it doesn’t
take enough account either of the enormous significance of summer
diarrhoea as a killer of infants and children or of the role of changesin
housing standardsthrough construction by-laws, inimproving ventilation
in dwellings. In more complex termsit disregardsthe very real likelihood
that thevirulence of any infectionisafunction of thegeneral stateof health
of the population exposed to it. This certainly meansthat diet matters, as
McKeown contended, but it also means that exposure to any infection
might weakenresistancetoanother. If thediarrhoeadidn’t get you, thenthe
measleswould, because the diarrhoea had softened you up.

Theactual public health interventions of thefirst half of the nineteenth
century were founded on a social understanding of the determinants of
health. Indeed, insofar asthey drew on abiological account, they drew on
an erroneous one. Before Pasteur’s work infectious diseases were
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understood as miasmic in origin. Bad smells and bad air caused disease.
Eliminate the smell and the disease went with it. This worked of course
because the ecological transformations created by the removal of human
dungfromthestreetsand thechannelling of stagnant water ways3 removed
not only bad air, but also the locations of disease organisms and their
vectors. Itisclear that theurban-founded public health movement worked.

Theaetiological programme of thisearly public healthwasnecessarily
complex. In other wordsit did not have adevel oped and specific account
of the aetiology of infectious diseases. In its first phase practical
interventionwasdominated by administrators, particularly Chadwick, and
civil engineers. The medical profession subsequently took control in part
on the basis of the devel opment of bacteriological sciencewhich provided
specificand singlecausesfor different infectiousdi seases. Thisdoctrineof
specific aetiology predicated a programme based on the removal of
exposure and the development of immunities. In terms of the water-borne
diseases, food poisoning and smallpox, and in the twentieth century
measles and whooping cough, this programme worked quite well.
However, it was never compl ete.

The most interesting case is that of tuberculosis — the major killer
among infectious diseases of adults during the nineteenth and early
twentieth centuries. Tuberculosis was endemic — always present in the
population. Initsnormal pulmonary form caseslived for alongtimeinan
infectious state. Certainly in realist terms exposureto the TB bacilluswas
anecessary cause, but it clearly was not sufficient. Many, most indeed,
were exposed without developing any clinical disease. The decline in
clinical incidencetracked both absoluteimprovementsin living standards
and reduced inequalities. Theintroduction of specific magic bulletsinthe
1950s, athough plainly dramatic in the individual case, was of minimal
significancein thereduction inincidence and preval ence of thedisease.

Let usconsider the example of TB with reference to the account of the
‘social determinants of health’ suggested by the quotation from Tarlov
used as an epigraph to this section. First let us recognise that thereis a
specific biological aetiology. There must be exposure to the bacillus.
Second, et us recogni se a genetic component involving natural selection
forresistance. Itisplainthat any suchresistanceisamatter of multiplegene
inheritance; in Tarlov'sterms (1996: 73) it ispolygenetic. Thismeansthat
it is not smply Mendelian and determinant. However, the phenotypical
expression of resistance will be socially contingent. In asimple sense, in
inter-war Tynesidethe proximal ringwashousehold circumstances. Wedo
not need avery complicated account here. Being decently fed and housed
made a hell of adifference. Beyond that was the nature of theimmediate
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community. In Jarrow TB ratesroseinthe 1930sover theratesof the 1920s
in contrast with anational decline. Inthe 1930s Jarrow was‘ murdered’ by
theclosure of Palmer’s Shipyard and unempl oyment exceeded 70 per cent.
Thisrepresented theintermediatering. Thedistal ring wasthe character of
national social and economic policy.

Here we have four systemsin a nested hierarchy. The individual, the
household, the community and the nation state. The outcome state of
interest at theindividual level iswhether apersonwhowill inevitably have
been exposedto the TB bacillusdevelopstheclinical disease. Thepossible
attractor statesat all levelsinvolvebifurcation: for theindividual having or
not having TB; for thehousehol d contai ning or not containing acaseof TB;
for the community being riddled with TB cases or not; for the nation state
containing TB-riddled communitiesor not. What | find very interesting is
that we see action at all levels. It is perfectly clear that seeing your loved
onesdying of TB intheinter-war yearswasaradicalising process. It made
peopletruly hate inequality. It played a part in devel oping the grass roots
of the socialist project, particularly for women.4 It led to communal level
action around housing provision and was plainly one of the factors in
leading to a Labour victory in 1945. Here we find the interactive effects
working outwardsfirst, before coming back inwards.

It isworth taking this farther. It seems asif urban industrial societies
havetwo possiblestatesinrelationtotuberculosis. Inoneitisasignificant
source of morbidity and mortality. In the other itisnot. It is quite easy to
see how this works. As with any infectious disease the prevalence of
infectious casesis an important determinant of theincidence of new cases
of the disease. However, the infectivity of TB isitself a function of the
interaction between polyvalent genetic characteristics of individuals and
those individuals' relationship with their social environment. This is
interesting becauseit explainsthetwo sortsof new casethat actually occur.
One is the case where either or both of weak immunity and weakening
environment render someone liableto beinfected. If the circumstances of
inequality andimmigration under which TB flourished arere-created, then
the disease comes back (Wallace 1994). The other, which attracts more
public attention, is when TB jumps over the gap in the divided city. The
incidence of cases among the affluent will be much less, but there will be
some because the rich are not wholly able to isolate themselves from the
poor. This mode of relationship describes so many of the inter-
rel ationships between wealth and poverty in adivided society.

Canwemeasurethis? Tarlov remarksthat:
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The capacities of the most often applied multi-variate analyses,
including regression methodologies, are inadequate for the
development of sound policy formulations to improve health.
New hypotheses, and the development of new theories on the
determinants of health, require new methodologies.

(Tarlov 1996: 83)

Actually, whilst the methods may be new, in that they depend on the data
mining and management capacities of electronic storage systems, the
actual methodology isnot. The origins of the statistical method, and of all
stochastic reasoning, lie in nineteenth-century efforts at measuring a
complex and changing world. What isrequiredisashift from thefocuson
the aggregation of individual case outcomes which has characterised the
roleof statisticsasatool of clinical science. Susser noted that: ‘ despitethe
epidemiologist’s insistence on studying populations, his [sic] ultimate
concerniswith health, diseaseand death asit occursinindividuals' (1973:
59).

Thisperspectiveremainsvery powerful. EvenBlaneetal. (1997) seem
to subscribe to it when discussing the possible difficulties of ecological
reasoning, which are usualy identified by reference to the ‘ecological
falacy’ .5

can area correlations between deprivation and hedth be
discounted on the grounds of the ecological fallacy? OPCS
longitudinal study datawere recently used to compare the effect
of individual-level deprivation and area-level deprivation
(Sloggett and Joshi 1994). The comparison indicated that the
excess mortality in deprived areas is wholly explained by the
concentration inthose areas of individual swith adverse personal
or household socio-economicfactors. Theseresultsadd wei ght to
a substantial body of observation and they indicate that
ecological correlation studies in which appropriate indices of
deprivation have been used cannot be ignored on the ground of
ecological fallacy.

(Blaneetal. 1997: 176-7)

Thisremainsanindividual-centred approach. Itinvolvesthe‘excusing’ of
collective data, rather than a recognition of the effects of the social as
perceived in the data, which jars with the explicit Durkheimian referent
which generally informs these authors' arguments. In studies of the
rel ationships among health and housing conditions (Byrneet al. 1985) we
found that there was a real difference in the health of poor people
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depending on whether they lived in ‘good’ or ‘bad’ council estates. This
wasin addition to factors describing individual social circumstances and
had a strong interactive relationship with those circumstances. In arange
of studies Carstairs and her co-workers have shown the significance of
immediate neighbourhood (Carstairs and Lowe 1986; Carstairs and
Morris 1989). Mclintyre et al. (1993) have argued for the general
significance of place as afactor in health determination, remarking in a
commentary onthe AlmedaCounty Californiastudy, that: ‘it suggeststhat
over and above individual level attributes of deprivation, people of low
socio-economic status may have poorer health becausethey tendtolivein
areaswhich in somewaysare health damaging’ (1993: 217).

Thisis a matter of interaction among the levels of Tarlov’s rings. Of
course, my argument thus far has simply amounted to a demonstration of
the necessity for thinking about health causes in complex and contingent
terms—ithashbeenat thelevel of thephil osophical ontology of realism. The
guestion remains as to whether we are dealing with complexity here. The
simplest demonstration of thisisachieved by considering the relationship
between general socio-spatial inequalities and health inequalities. The
divided city described in Chapter 5 is also the health divided city. When
localities are treated as phase spaces of neighbourhoods and two attractor
forms are identified within those phase spaces using socio-economic
criteriafor classification, then aradical health divide exists between the
two sorts of neighbourhood within the cities. Thisis particularly apparent
inrelationto differential rates of premature mortality. When Townsend et
al.’s(1988) wardson Tyneside, Wearside and Teesside areclassified using
socio-economic indicators and assigned to the different halves of their
respective divided cities, this is evident despite the very real limitations
imposed by relating mortality ratestofinal areaof residence® It seemsthat
health bifurcatestoo in thetransition from the Fordist to post-Fordist city.

However, we can do morewith thedatathanthis. Wedo havelong runs
of local and national vital statisticsand we can examinethe actua form of
these asthey change over time. Thetrail markersof complexity arevisible
in these data series and the evidence of bifurcation of healthin thedivided
city isincontrovertible. Wewill returnto thisthemein the confrontation of
complex modernism with postmodernism as modes of action for the
achievement of healthy cities. What about the interaction between the
individual and society as expressed in terms of individual health
outcomes?
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Lifestylesand health —constraint and choicein
theformation of health attractors

Blaxter’s report on the UK’s first major investigation of Health and
Lifestyles (1990) isaparticularly useful study for consideration here. Itis
unashamedly quantitative and implicidy realist, emphasising the complex
andinteractivecharacter of the causesof healthandillness. It fitswell with
Tarlov’sconception of thenested ringsof health determination. AsBlaxter
putsit, ‘ Theemphasisison theindividual, the single person with all hisor
her complicated pattern of circumstances (1990: 12). The methods used
for the causal analyses were Hellevik's, expanded with some log-linear
modelling, which methods have already been discussed here in complex
terms in Chapter 4. Although the study was not longitudinal, in other
respects it represents a model of the kind of structuraly informed
guantitative socia science in which the sociology of health is engaged,
oftenit seemsignored by the‘ mainstream’ of thediscipline.”

What is particularly interesting here istheidea of lifestyle. Blaxter is
careful in her specification:

‘Lifestyle’ isavagueterm. Althoughitisapopular concept, what
we mean by it has been questioned. . . . Often it isused to mean
only voluntary lifestyles, thechoicesthat peoplemakeabout their
behaviour and especially about their consumption patterns. Inthe
context of health, choices about food, about smoking and
drinking, and about the way in which leisure time is spent, are
often thought to be the most relevant. Styles of living also have
economic and cultural dimensions, however: the way of life of
the city may inevitably be different from that of the country, the
single from the married, the North from the South. There is
overwhelming evidence for persistent socio-economic
influences upon health: income, work, housing and the physical
and socia environments are also parts of ways of living. These
haveto be considered both ashaving adirect effect on health and
as factors influencing behaviour. . . . This wide definition of
lifestyle is the one which is used here, rather than one based on
personal behaviourswhich are known to berisk factors.

(Blaxter 1990: 5)

Blaxter pointsout thesignificanceof thisapproachfor thepoliticsof health
policy. The current emphasis on ‘ health maintenance’ as opposed to cure
is a reaction both to the escalating fiscal costs of expensive medical
interventions and to the ‘postmodernist’ style crisis of confidence in the
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effectiveness of such procedures. However, there are two styles, indeed
attractors, for such strategies. One emphasi sesthedirect transformation of
individual consumption and activity behaviours. The other by no means
ignoresthese but regards such behaviours as themsel ves caused by social
context, which social context has health consequences both indirectly
through the behaviour sets and directly in terms of physical and social
environment. Blaxter’sconception of lifestyleissetinrelationtothelatter
programme.

Obviously there is a substantial element of personal choice even in
relation to the structural conception of lifestyle. A vegetarian diet is
healthy, cheap and generally available, athough there may be very real
cultural constraintsonaccepting oneinaculturewheremeat eating hashad
considerable status. However, individuals and households (there is of
course a complex interactive relation between these levels) can make
choicesbut withinasystem of constraints. Thecharacter of theconstraints
changes over timeintwo ways, both asafunction of the social mobility of
theindividual withinthesocial structureand asafunction of changesinthe
socia structure itself. The whole system is necessarily and intrinsically
dynamic. Let us consider what the pattern of relationships among health
and lifestylesmight look likeif we did have an adequate longitudinal data
set covering the sorts of topicsreviewed by Blaxter.

Theeasiest way to conceptuali sewhat would be going onisby thinking
of two inter-related systems which represent the set of possibilities for
individuals as these sets change over time. One describes the possible
lifestylelocations—the other the possible health locations. Theselifestyle
sets and health sets can be thought of as attractor states. If we think of
lifestyles as sets involving all of individual characteristics, choices and
structural constraints—that isto say if wethink of them as co-ordinatesin
anndimensional system wherethe dimensionsare measures of individual
characteristics, choices made and structural locations — then we will find
sets of individuals in areas of the phase space of all possibilities, and not
others. These attractors will be lifestyles. Similarly we can construct a
health description based phase system.

Some things are possible and not others. It isimpossible to combine
affluencewith poor social location. However, movement among | ocations,
astheseare stable, ispossible, if difficult. What we haveto consider isthe
intersection of two time flows. In one, society changes — the domain of
history. In the other we are dealing with the time flow for specific
individual s—biography. C. Wright Mills' remark that sociology dealswith
the intersection of biography and history seems especially pertinent in
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relation to thisway of thinking about what is happening to people within
society.

What the above amounts to is a kind of unpicking and heuristic
separation of the two sets which congtitute Blaxter’s conception of
lifestyle, individual choicesand the social constraints within which those
choices are made, together with a very firm emphasis on the temporally
dynamic character of both along separate but related time paths. The
individual attractors are lifestyles — the product of the interaction of
congtraint and volition. The social attractors are the grand social forms
which pattern the possibilities of lifestyles. Even these may be embedded
within awider Gaian biosphere level of possibilities, which constitutes a
ring enclosing all those specified by Tarpov and which is under serious
perturbative assault from human industrial production and resource
consumption.8

Complexity as modernity: the case of health

Conventional scientific research and the Healthy Cities concept
belong to two fundamentally different worlds: the modern and
the post-modern. Modernity is the world of conventional
scientific research and rational administration applied to
problems, physical or social. Post-modernity is a world of
aesthetics, of the deconstruction of the conventional social
arrangement, and of experimentation in cultural, artistic and life
forms. . .. The coreideaof post-modernity isthat the social and
moral conditions pertainingintheworld at the present timemark
afundamental break withthe past. In art, form displ aces content;
in philosophy, interpretation replaces system; in politics,
pragmatism replaces principle; and in science chaos displaces
order.

(Kelly et al. 1993: 159)

| greatly like the chapter from which the above quotation istaken. Itisthe
most clearly written articulation of the postmodernist position in short
formthat | have ever encountered. It deals with a serious and substantive
issue in an intellectually provoking way. And, the account it gives is
absolutely wrong. In Chapter 2 of thisbook considerabl e effort hasal ready
been expended on asserting that if chaos/complexity hasto be assigned to
either modernism or postmodernism, then it can only be assigned to the
former. It remains a programme of reason in understanding and of action
informed by understanding. If ever there has been ameta-narrative which
isdirected, contraLyotard towardsthe specul ative unity of knowledgeand
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which might serve towards the liberation of humanity, then chaos/
complexityisit. Let ustakeuptheusemadeby Kelly etal. of Antonovsky’s
concept of ‘ salutogenesis' and, by identifyingitscentral focusonemergent
order, seehow itisbest understood in complex terms. L et usal sorescuethe
social programme in health, the first and most effective health project of
modernity, from Kelly et al.’s insertion of it into the positivist specific
aetiological programmeof ‘scientific’ (i.e. positivistic) medicine.

Salutogenesisisaninterestingidea. It challengesthe notion that health
isthe normal situation which is disrupted by disease. Instead it regards
health as somethingwhich hastoemergefromdisorder. For Kelly et al. this
makes it postmodern, but the resonance of the idea of health as emergent
order with the general conception of complex emergence should indicate
that thisview ismistaken. Certainly salutogenesis’ rejection of the notion
that what signifies is system breakdown and resultant disease seems
appropriate. In terms of the chaos/complexity vocabulary we can seethis
as involving a rejection of the notion that what we are dealing with are
either equilibric or close to eguilibric systems. If salutogenesis is
concerned with: ‘survival in spite of inbuilt tendenciesto chaos, disorder
and fragmentation’ (Kelly et al. 1993: 160) then the importance of the
complex analysis of health considered at both the individual and social
levelsasaproperty of far from equilibric systemsisvery great indeed.

Kelly et al.’sfailureto recognisethat the social programmeinhealthis
inherently founded onanideaof complex causesiscrucial. Itisaperfectly
understandablefailure, indeed an illuminating one, becauseit mirrorsthe
development of public health medicine and epidemiol ogy asthe scientific
basis of that public health medicine. The mgjor distinction between the
socia programme in health and the biomechanical medical model lies
precisaly inthesocia programme’ srecognition that the causesof ill health
are complex and contingent and cannot be identified in terms of aspecific
aetiology. It is perfectly true that the discourse of specific aetiology,
fundamental to scientific medicine after Pasteur, dominated
epidemiological work from the 1860s until the 1970s. However, it was a
discoursewhich hadtoreplacetheearlier holisticand complex programme
of understanding (and which never really replaced the earlier holistic and
complex practices) of public health and which is now under serious
challenge.

Charltonand Kelly (1993) assert that what i snheeded for thenew public
health isaform of understanding which does not take up the paradigmatic
programme of ‘ normal science ® which they describethus:
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Normal scienceisapuzzle-solving exercise which workswithin
astrong and accepted paradigmwhereweknow what the problem
is, and that thereisan [my emphasis] answer toit. Thescientist’'s
task isworking out that answer.

(Charlton and Kelly 1993: 83)

The significance of the chaos/complexity approach lies precisely in the
recognition that whilst there is no inevitable outcome, no linear law, no
singleanswer, we can honethel essanal ysein order to seewhat the possible
set of outcomes might be, what the possible answersare, and, in situations
of robust chaos, intervenein order to achieve thosewewant to see happen.
Weretain aprogramme of rational agency.

Let me come back to tubercul osis and consider it in salutogenic terms
in the temporal context of the late twentieth century in New York. The
specific aetiology of TB is bacterial causation and the social medical
response to the disease is based on a single system intervention, the
programme of immunisation through the BCG procedure, which is
supposed to prevent infection given exposure. Thereislittle evidencethat
thishasever had much effect at all. Theclinical responseisfounded onthe
same agtiological account and is based on antibiotic treatment in the form
of amagic bullet intended to kill the disease without killing the patient.
This procedure was initially extremely effective but the value of clinical
intervention is now under threat given the development of antibiotic
resistant strains of the TB bacillus. A reductionist account has completed
itsstory of the aetiology of TB when it describesthe event of the exposure
of asusceptible individual to infection, and the consequent devel opment
of clinical disease in that individual. The social account given by
epidemiology issimply theresult of theaggregate of suchindividual cases.
We can go beyond this to a complex account of the genesis of individual
cases—Bradbury’s(1933) account intermsof diet, housing conditionsand
ethnicity. Thisismuch better but it isnot enough. For asal utogenic account
we have to get beyond mere complex causation. We have to think of the
interaction of the system levels.

Salutogenically it makes senseto assert that TB isadisease of society,
not of individuas. We can be more specific. We can say that it isadisease
of societieswhich areinthe attractor statefor societies of being relatively
highly unequal. This makesitsincidence a matter not of absolutes, but of
the complex character of the system as awhole. The re-emergence of TB
as a significant public heath problem in New York is not merely a
consequence of AIDS as a contingent factor. Indeed, we have to think
about AIDSitself asacomplex social product, giventhat oneof thevectors
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for it, shared needle drug use, isaconsequence of social alienation among
theyoung. AIDS does matter but so do the effects of thewithdrawal of fire
companies for fiscal reasons from much of poor urban New York with a
conseguent loss of much housing stock in immigrant areas and a
conseguent increase in housing overcrowding. So does the relative
collapse of public free hospital provision and health care. So does generic
homel essnesswithitsown complex originsinthede-institutionali sation of
thementally ill andtheincreaseinhousing costsin aworld city. Wecan say
here that an unequal world city will have a TB problem, but that it is
possible for us to recast the city as more equal and in that attractor state
therewill not beaTB problem. Thisrequiresacombination of analysisand
agency, but it remains rational. We do not have an infinity of competing
truths about TB. Thereisatruth, albeit acomplex truth. Yet again we see
that chaos/complexity involves a rationa programme focusing on
determination. It just putsagency as central in that determination.

Outhwaite (1987) has remarked that one of the interesting
distinguishing characteristics of realism asameta-theory isitsfoundation
ininduction—in the actual sociology and history of scienceasitisand has
beenreally doneasasocial practice. If welook at thesocial programme of
public health in the original healthy towns movement10 we find complex
determination in operation through sanitation provision. If welook at the
twentieth-century history of improved public health on aworld scale we
find that it is system re-specification — the achievement of the relatively
equal attractor —which changesthings.

The correct text for an understanding of why New York has a serious
TB problemisnot onewritten by apublic health specialist. ItisFitch’'sThe
Assassination of New York (1993) in which he explainsthe current state of
the city in terms of the planning ideologies, interests and actions of the
‘Finance, Insuranceand Real Estate’ (FIRE) elitewho have dominated its
planning processes. Fitch wittily and clearly identifies ‘ post-industrial’
New York as a ‘mutation masguerading as a modernization . . . a
“Throwback”’ (1993: 235) tothepreindustrial archaic urbanforminwhich
the city belonged to the elite consumers dominating and exploiting the
producers placed outside it and somewhere else. | find his account of the
agency-generated basi s of thisprocesswholly convincing—New Yorkisa
sort of Pottersville because the Potters have got their hands on it, not the
working people. It is Gotham as Pottersville which gives Gotham its TB.
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Conclusion

The strong social programme of the sociology of health is enormously
important for public policy as a whole. This is not only because it has
recognised the limitations of clinical procedures founded in the constant
expansion of linear science-founded understanding of individual
pathologies. That is indeed important for the development of health
policy1! and the reorganisation of power structuresin health systems. This
reorgani sation of power isof course founded in large part on the informal
redefinition of the status of linear basic and clinical medical science. Itis
precisely the realisation of the limitations of linear science-founded
intervention which has shaken the knowledge-based authority of
biomechanical medicine and, at least partially, invalidated its claims on
public resources for the unquestioned funding of ever more ‘ expensive
medical procedures’. One response to this has been an exaggerated
assertion of the role of science in clinical practice: the move towards
‘evidence based medicine’ (see Sackett 1995; Sackett and Rosenberg
1995) inwhich aclassical statistical interpretation of theresultsof clinical
trialsisusedtoinform practiceintheindividual case.12 Itisinteresting that
this involves an implicit abandonment of linear certainty in clinical
determination in favour of a stochastically-founded probabilistic
approach. Thereisnothingintrinsically wrong with thisapproach asaway
of guiding clinical practicein secondary carebut itisnot apanaceafor the
problems of the biomechanical approach to human health in general. Here
the potential for complex understanding as the basis of primary clinical
practiceisof considerablesignificance.

However, the most important consequence of acomplex interpretation
of the strong socia programme in health is for the general orientation of
politicsin advanced ‘postindustrial’ societies. Equity in health outcomes
hashad particular political saliency inthepost-war years. It remainsal most
the only shibboleth of the post-war political settlement in the UK not to
havebeenideologically challengedinthe Thatcher years.13Only intheUS
do grossinequalities of health outcome seem politically acceptable. It is
indicative that this acceptanceis associated with awithdrawal of the poor
fromany real engagement withthe political system. In societieswherethe
majority of eligibleadultsremain politically activecitizens, agrosshealth
divide is, absolutely properly, understood as a crucia indicator of a
fundamental fault inthe character of the social order.

The crucial message of the complex account of ‘health divided’
societiesisthat thissort of Pottersvillewrit largeisnot anecessary state of
postindustrial being. It is one of the possible states, one of the attractor
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forms, but it is not the only one. Changesin key control variablesfor the
wholesocial system, evidentially14inthedegreeof incomeinequality, lead
to asocial form without such great internal variation in health states. The
debate about the health divide has generally been conducted in a curious
sort of parallel way to the overall debate about social exclusion. Thatisto
say the debate about social exclusion has emphasised employment and
lifestyle, rather than the gross exclusion represented by premature death.
A good deal of real modelling needs to be done on this issue but the
available evidence about the sources of that premature death seems
overwhelming. Thismattersenormously. It mattersintellectually because
it provides such a clear illustration of how the social and the individual
intersect, and how thenature of that intersectionisbest understoodinterms
of the dynamics of far from equilibrium nested systems. It matters
politically becauseit iswrong.
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COMPLEXITY, EDUCATION
AND CHANGE

Introduction

The UK Economic and Social Research Council (ESRC) is currently
funding a five-year programme dealing with ‘the Analysis of Large and
Complex Data Sets . Thisisthe largest programme in methodology ever
commissioned by the ESRC and has been established to take advantage of
the ESRC’s holdings of such data sets. Clearly this is an extremely
important initiativein social science. However, despitethe presence of the
word ‘complex’ initstitle, it seemsto be proceeding in away whichisnot
really connected with the implications of the chaos/complexity
programme for quantitative social science.l Thisis avery great pity. To
understand why this should be so it is necessary to work through an
example of substantive significance. The example selected is that of the
relationship among the educational achievement of children, the social
characteristics of those children and their families, the character of the
schoolsthey attend, and the character of the neighbourhoodswithinwhich
those schools are located. This has been the central concern of the
nomothetic radical programmein the sociology of education (seeByrneet
al. 1975) for many years, aprogrammewhichinthe UK hasfocused onthe
effects of class and in the USA has been primarily concerned with the
effects of race. In the UK this programme was displaced within the
sociology of education by an originally Althusserian structuralist and
subsequently postmodernist concern with the content of knowledge and
the processes of the transmission of that knowledge. Inthe USA, because
of the saliency of race for socia structure, analyses founded in this
programme have continued to be done.

Of course investigation of these issues has not stopped in the UK.
Rather the investigations have been handed over to others, principally to
educational statisticians with amathematical rather than social scientific
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background. The result has been a considerable devel opment in apparent
methodological rigour associated with a distancing of the research
programmefrom substantivesociol ogical concerns. Inthe USA incontrast
research conducted into these issues, and the closely related issue of
recially constructed residential segregation, has been intimately
associated with crucial developmentsin the theorisation of contemporary
formsof social stratification.2

These issues have general significance in societies in which
employment is increasingly dominated by service-class occupations
requiring high levels of formal educational qualifications as entry tickets,
and therehasal so been amassivedeclineinreasonably paid skilled manual
employment which could be accessed without such qualifications. At the
sametime the devel opment of social indicatorsas part of aprogrammefor
the evaluation of policy interventionswhich beganinthe USA intheearly
1960s and was taken up in the UK in the 1970s (see Booth 1988; Rivlin
1971) has led to the use of published output measures of school
performance—‘leaguetables’ —ascrucial ‘facts for parentsin‘choosing’
schools. The1979-97 UK Tory government eliminated most of the control
which elected Local Education Authoritieswere ableto operate over state
schoals, absolutely for those schools which ‘opted out’, and introduced
parental ‘choice’ of school aongside aformulafunding system in which
childrenbecamein effect wal king vouchersfor the school swhich admitted
them. This was associated with a tabloid press-supported campaign of
denigration against the teaching profession in general, with teachers
identified as ‘trendy lefties’ with low expectations of children and a
generaly boneidleattitudetowork. The Officefor Standardsin Education
(OFSTED) was established to replace the very widely respected Her
M ajesty’sInspectorate of Education and hasbeen headed up by arepentant
trendy, Chris Woodhead, who hasmadeit hisbusinessto root out ‘failing’
teachers and ‘failing’ schools. Leading members of the Labour Party,
including the present Prime Minister, have taken advantage of the
opportunities offered by the Tory attack on comprehensive (equivalent to
US high school) neighbourhood secondary education in order to achieve
advantage for their own offspring, and have abandoned Labour’s
opposition to ‘opting out’ in order to permit this. The newly appointed
Secretary of Statefor Education and Employment, David Blunkett, and his
minister for schoolshave accepted the OFSTED line. Theissueisvery hot
stuff.

Thischapter will begin with ageneral consideration (referring back to
Chapters 1to 4), of the nature of ‘ large and complex’ data sets, which will
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attempt to understand such data sets as descriptions of a socia reality
characterised by non-linear change, both globally and localy. This
account will be illustrated by a careful examination of one of the most
important studies to emerge from the ESRC programme, Goldstein and
Spiegelhalter’s examination of ‘League tables and their limitations
(1996)3 with reference both to theinadequacy of linear modelling asaway
of dealing with these issues and to the significance of the neglect of
emergent properties in this kind of quantitative social science. The
illustrativevalueof theideaof fitnesslandscapesand evolutionary change
in them, Kauffman's programme, will be considered through a
consideration of the application of thisapproach tothisissueby Byrneand
Rogers (1996). Finally the chapter will attempt a complex account of the
continuing discussion of the impact of residentially-mediated racial
segregation in US high schools, with particular reference to the work of
Bankston and Caldas (1996), and a series of contributions by Massey
which aresummarisedinhispresidential addressto the Annual Meeting of
the Popul ation A ssociation of America (1996).

Largeand complex data sets

The data sets which the ESRC describes as ‘large and complex’ are large
because they have many cases. The meaning of the word ‘complex’,
however, cannot be so easily established. In the programme
documentation the term sometimes seemsto be used as synonymouswith
‘messy’, for example: ‘Longitudinal data generally exhibit a variety of
sources of complexity, such as irregular spacing, measurement error,
multiple instruments, informative censoring, and missing observations
(ALCD 19978). However, here our attention will be directed at one
particular aspect of ESRC ‘ complexity’, that which derives from the fact
that:

Most social science data are structured hierarchically. Examples
are the clustering of students within schools, individuals within
households with neighbourhoods, and repeated measurements
withinindividual subjects. . .. Researchersdealingwithlargeand
complex structures, such aslongitudinal panel surveysor studies
of educational performance, require modelling techniqueswhich
respect the hierarchical and cross-classified structures in their
data.

(ALCD 1997b)
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The importance of the hierarchical structure of social science data sets
mattersbecausethe datasetsreflect the nature of the social world, of which
they are descriptions. Thisis a crucial example of ‘the obduracy of the
world’ in relation to science, and the i ssues which derive from this have
already received considerable attention in thistext. Theimportant thingis
that our data structures are hierarchical because they reflect the way in
whichtheworldiscomposed of aset of nested far fromequilibric systems.
Thishasbeen consideredin general inthediscussion of ReedandHarvey’s
ideas in Chapter 2, in relation to the quantitative programme in social
science in Chapters 3 and 4, and in specific terms to do with space and
health in Chapters 5 and 6. Themes which are part of this crucial topic
include the idea of cluster sampling and the debate about cross level
inference, usually referred to as ‘the ecological fallacy’. If we take the
significance of time as given, then we can agree with Skinner (1997) that
we are dealing with those ‘complex features of data sets, such as
longitudinal or multilevel structures, [which] may beof intrinsicinterest’.
That they are, because so istheworld.

Here the interesting complex aspect of the large data sets will be that
they should take account of the dynamic character of the nested far from
equilibric systems which make up the world. Let us illustrate by
considering the educational data set analysed by Goldstein and
Spiegelhalter (1996). In the educational part of this study, the authors use
asimplified model. It involves only measurements of children and of the
secondary schoolsthey attend. In particul ar they note (1996: 390) that this
ignoresthe problem of the contribution of primary schoolsto achievement
whichisa(resolvable) problem of cross-classification. Intheir simplified
model therearetwo componentsinthevariancearoundthelevel (average)
performanceof any individual student—an effect duetothat student and an
effect dueto school attended. They thenextendthisby includingtwoyears
worth of results and considering the impact of variation between years.
What concerns Goldstein and Spiegel halter isthat outcome indicatorsare
used to generate ranking tables, despite the sensitivity of such ranks to
sampling variability. In order to develop their argument they make a
crucial, and dangerous, but explicit assumption:

It is worth emphasising that we are regarding the set of students
taking an examination as if they were a sample from a
superpopulation since we wish to make inferences about the
genera ‘effects’ of institutionsfor any [original emphasis] group
of studentsin thefuture.

(Goldstein and Spiegelhalter 1996: 397)
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Goldstein and Spiegelhalter draw on Raudenbush and Willms' (1995)
distinction between two kinds of institutional comparisons. First, thereare
thosemadeby thosewho arechoosing betweeninstitutionsfor themsel ves:

they wish to ascertain the expected output achievement
conditionally on their own characteristics, such as their input
achievement, social background, gender, etc. They will also be
interested in whether there are interactions between their own
characteristics and those of other students likely to attend any
ingtitution . . . there is some evidence . . . that, at certain intake
achievement levels, attendance at a secondary school where the
average intake scoreis higher than the student’sleadsto araised
output score compared with attendance at a school where the
averageislower.

(Goldstein and Spiegelhalter 1996: 396)

The second type of effects are ‘the difference the institution makes'.
Interestingly Goldstein and Spiegel halter do not recognisethe interaction
effectsamong students as an institutional characteristic, but confine their
discussion to the formal and informal arrangements of the institution per
se. In their actual study Goldstein and Spiegelhalter adjust for intake
variation by considering only studentswho scoredinthe middlehalf of the
performance range at GCSE# level in relation to an output measure of A
level performance. There is a good deal to be said against using this
particular pair asany sensible measure of secondary school performance®
but the end conclusion is that if evaluators are seeking to understand
institution effects, added valuein an input/throughput/ output model, then
the degree of sampling variation may be so great that a comparison of
confidence intervals suggests that about two thirds of al possible
comparisons between schools do not allow separation.

It seemsto methat Goldstein and Spiegelhalter succeed pretty well in
their main objective, which isto say that the measurement tools we have
available are so imprecise, because of the possibility of sampling
variability, that for most secondary schools we can't say that one set of
school managersand teachersaredoing better or worsethan another, given
the intakes they have: free so far, but no farther and not adequate as a
description of the social dynamics surrounding secondary schooling.

Let me pick up the hint offered by the reference made to interaction
effects. Clearly there are two sorts of interaction effects which can be
present. Thefirst isthe consequence of interactions among the students—
in everyday language people generally prefer to have their children
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educated alongside children who are well behaved and of the same or
higher social status.® In a system where ‘disruptive pupils are an issue,
such‘bad children’ areto beavoided at all costs. Thedisruptive pupil issue
illustrates these interactions rather well. One child making serious
disturbances or even just excessive demands for attention or assistance,
can disrupt the education of awhole class of other pupils.

The other kind of interaction effect is a consequence of the effect that
the general character of pupils has on the ingtitution’s form. In the late
1980s | was Chair of the Board of Governors of an inner-city
comprehensive which was situated in a Local Education Authority witha
large amount of surplus places. This school served the poorest part of the
inner-city area. Positive feedback (in the system sense of destabilising
reinforcement) led to thenumbersof pupilsenteringit falling dramatically
— people who in formal terms should have sent their children there, sent
them to more ‘middle-class schools in adjacent areas. The school
differentially lost children who were higher achievers at age 11. In my
opinion, and in the opinion of external inspectors, the school was actually
doingthejobit did of catering for apredominantly lower achieving intake
very well indeed. The management and staff geared the schoal in that
direction. There was an interaction effect between intake and internal
form. These things were not independent. Although of course the school
could have changed itsform over aperiod of time, much as happened with
the comprehensive reorganisation of UK secondary education in the
1970s, this would only have happened if the intake changed, and that
would not have happened so long as the school was regarded as ‘ not for
academic children’. Eventually numbers fell so low that the school was
closed. This meant that many of the children who would have goneto it,
now went to the more middl e-class school which had previously received
only the higher ability end of thefirst school’s catchment group. Thisled
toachangeintheinternal organisation of the second school which hashad
torespond to theintakeit now has.

The point can be clearly illustrated by reference to the Ds to Cs
programme of many state secondary schoolsinthe contemporary UK. The
key performance indicator for most schools is the percentage of a year
group who achieve a score of five or more A to C grades in GCSE
examinations. Theeasiest way for aschool inthemiddle or lower rankson
this indicator to improve its performance is to concentrate resources on
pupils who seem to be heading for D gradesin order to ensure that those
children get C grades. The effect of this pressure varies, given the
‘achievementtype’ of theschool. A school withahighrank will not change
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its programme in thisway but will seek to get as many nine Asor A*sas
possibleto show that itisaschool suitablefor very ablechildren. A middle
ranking school may well lose performances at A or A* because it
concentratesitsresourceson middleachieversrather than high achievers.

These sorts of process cannot be modelled by linear models which
assumeindependence between oneyear’sresultsand the next year’s. This
point was cogently made in the discussion of the Goldstein and
Spiegelhalter article:

All the models in the paper treat the institutional effect as
‘random’, even though there is nothing random about the
institutionsinvolved: wetypically havedataonall theunits. . . at
all theinstitutions. . . at onemoment in time, and our interestisin
these [original emphases] institutions, not in any hypothetical
popul ation from which we might pretend these institutions were
‘randomly’ drawn. What, therefore, justifiesthe use of ‘random
effects modelsin thiscase?

(Draper 1996: 417)

Draper goes on to say that the possible justification lies exactly in the
interest in future outcomes but that the models can only be justified in
relationtothat task if thereistimehomogeneity of the processunder study:
‘Shrinkage is of little value when the process under study is changingin
waysthat are not captured by your random effectsmodel’ (1996: 417).

This is precisely the issue. For the absence of time homogeneity,
substitutenon-linear change. For the notionthat thereisacontinuousrange
of institutional forms, substitute the idea of a set of possible institutional
types representing attractor states towards which institutions tend over
time, and quite short times, and consider what perturbations might move
them from one attractor state to another. Bring in the idea of a fitness
landscape which itself can change given changes in defining rules —
changesin the environment. Thiswewill now do.

Schoolsin afithesslandscape

In England and Wales (Scotland and Northern Ireland have somewhat
different systems) there are now four sorts of school providing education
for childrenintheir secondary years(mostly from 11to 18). First, thereare
private schools. These vary from extraordinarily expensive and dlitist
residential institutions, some of great age, to hell holes provided on the
cheap for the children of service personnel ‘other ranks'. However, the
most important group are not residential but areinstead day schools, many
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formerly connected with the state system as ‘direct grant schools but
whichbecameprivatewhentheir special privileged position wasabolished
in the 1970s. Then there are ‘ opted out schools' which Ieft the control of
their local educational authorities and receive funding from a centralised
guango. These have considerable discretionary control over admissions
policiesand orientation. Associated with them areasmall number of * city
technology colleges’ which are recent new centrally-funded foundations.
Thentherearethe’ county schools', those school swhich remain under the
genera direction of the elected local councils as local education
authorities, although with considerable devolved budgetary control and
some devolved control over admissions. Finally there are the religious
schools, overwhelmingly Catholic, which are essentially similar to the
‘county schools' but which haveto raise some of their own capital (but not
current) funding and which have some greater degree of autonomy
reflecting this. Some Catholic schools have ‘ opted out’.

If we ignore the boarding schools, which of course have traditionally
educated the national €elite, including the present Labour Prime Minister,
thenwe canregard the day school sas competing with each other inagiven
locality. The introduction of an apparent right of ‘ parental choice’ means
that thereisno centralised (at thelocality level) mechanism for allocating
childrento schoolsand the private schoolsarein competitionwiththestate
school stowhich parents might send their children free of chargeinstead of
paying £5—-7,000 per annum for private schooling. School swant to attract
children in general because formula funding means that every pupil
represents income, even in the non-private system. Thisis a competitive
ecology inwhichwearelikely to see evolutionary change. Itisafar from
equilibric system as a whole, containing within it the far from equilibric
systemswhich areindividual schools.

Thesystem of schoolingisat | east partially embedded withinthe socio-
spatial system of the divided city which has been examined in Chapter 5.
That embedding is only partial in that schools are of course physically
located in space but can draw on pupilsfrom varying spatial ranges. Those
ranges can be very large for private schools and others which do not have
aspatial element in their criteria for admission. They are quite large for
Catholic schoolsgiventhat Catholicsform about 10 per cent of the English
population” and are not residentially segregated in any way. However,
most school sareto somedegree* neighbourhood' in character and havean
initial intake base which reflectsthe character of their spatial location. We
must remember of course that the socio-spatial system itself is dynamic
and liableto change.
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Goldstein and Spiegel halter’s account of a secondary school isthat it
can be anything and do anything within a continuous range of possible
states defined by ‘achievements' and that what it is in the future is quite
independent of what it hasbeeninthepast. Draper’ scriticismof their paper
was founded on arecognition that reality is not like that; that, to use the
language of complexly, it consists of nested systemswith adirectional and
evolutionary history. In order to get a‘ complexity fix’ weneed to consider
the actual possible range of forms of a school as constituting a multi-
dimensional phaseor condition spacewiththeformat any giventime point
described by the co-ordinates on the variabl eswhich are the dimensions of
that phase space. However, if we have anon-linear situation then we will
not have a process of continuous and smooth transformation of possible
statesfor schools. Instead therewill beattractor statestowardswhich they
will tend. They can’t beanything. They can only be certainthingsand with
agiven evolutionary context or fitnesslandscape, they will movetowards
theattractor whichisclosest to their initial starting condition and can only
move to another in away which reflects the energy/resource character of
thefitnesslandscape of the system of al schoolsintheir locality or which
derives from a massive energy/information input into that particular
school.

Together with my colleague Tim Rogers, | recently examined the
pattern of output performancefor secondary schoolsin England and Wales
(Byrne and Rogers 1996) using the published league table data. Thiswas
not adynamic examinationin that it looked only at the system asawhole
in one year, although with more resources a dynamic examination is now
possiblesincetheleaguetablesare publishedfor all schoolsevery year and
detail ed traj ectories can be established. What we attempted wasin asort of
way aPoincarésectionof thesystemasawhole. Thiswasvery mucha‘ sort
of . We were not attempting to establish even alocal descriptioninterms
of a fully formalised mathematical representation. Rather we used
clustering techniques, numerical taxonomy, applied stamp-collecting, to
generate atypology and to assign individual schoals to that typology. A
dynamic account would chart both changesin thetypological character of
the system as a whole over time and shifts in type form by individual
schooals, the nested systems within the system, with particular attention
paidtothenatureof internal system shiftswithin school systemswhichled
to the relocation of that school in terms of attractor association. In other
words, what could happen to school swhich would lead to achangein the
sort of schools they are. The crucial thing here is the notion that what
mattersisnot incremental changeal ong acontinuum, quantitative change,
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but radical change of form, qualitative change. Of course in a non-linear
world we are always dealing with the reality of the transformation of
quantity into quality.

We found three sorts of school in a complex fitness landscape which
can be represented by the frequency polygonsfor each cluster intheform
of histograms. I nterestingly theoverall distributionisplainly bimodal with
the higher mode being 100 per cent achievement of the five A—C standard
andwiththat being occupied by high achieving privateschools. We can see
afitnesslandscapeinwhich movement from|ow achievement to moderate
achievement and from moderate achievement to the lower end of the high
achievement category ispossible, but inwhichinitial selection seemsthe
absol ute condition for movement into the top end of the high achievement
pattern. Of coursewedon’t know how or if movementsoccur. That iswhy
we need a dynamic examination of the process. It may also be that the
appropriate scale for studies of thiskind is not national, but rather that of
the locality as discussed in Chapter 5. Indeed, when we turned to an
examination of aspecificlocality, the Tyneand Wear conurbation together
with the adjacent county of Northumberland, wefound aslightly different
speciation with animportant and distinctive group of high achieving state
schools.

When we related, very crudely, the social characteristics of the area
within which the school was located to the achievement type to which it
belonged, we found that with the exception of one selective anomaly, all
the high achieving schools by national typewerelocated in affluent areas.
In contrast, of those school swhichwerelow achieving by national type, all
but one were physically located in deprived areas and that one drew its
actual catchment from deprived areas rather than from the affluent ward
withinwhichit wassituated (see Byrneand Rogers 1996). Thisisscarcely
asurprising result but it does need to be thought about in relation to the
i nter-connection between local social areaand educational opportunity.

The processes of positive feedback which are so important in non-
linear systemsarevery well illustrated by thisissue, asisthe significance
of categorical statusin understanding social processes. Let me deal with
thelatter first. Schools are not best understood by their apparent location
on some continuous dimension. Rather they are socially located in a
classificatory schemawhich isderived from the complex effect of aset of
categorising variables. In some cases physical location is not really very
important, althoughinterestingly very few high statusprivate day schools,
many of which were historically located in what are now poor inner-city
areas, remain in such places. They are now usually located in affluent
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suburbs. However, for English urban ‘ county’ schoolsphysical locationis
crucial because it determines the character of the original core stock of
pupils. Schoolsin poor areas have deprived core catchment areas, and the
characters of the schools are very much affected (not absolutely
determined in a linear sense, but certainly bounded within a range of
possibilities) by the general character of the pupils coming from that
deprived catchment area. The positive feedback comesfrom the flight of
the children of parents who have ambitions for them towards ‘good’
schools in nicer areas. This issue is central to the extremely important
politicsof raceand schoolinginthe USA. L et usturntothat contextinorder
to develop the argument further.

Segregation and education —theinter action of
raceand space

Segregation in education was the key issue around which African
Americans conducted the legally-founded programme which rejected the
doctrinethat it was constitutionally acceptablefor US statesand localities
to provide ' separate but equal’ facilities. Following thedecision of theUS
Supreme Court in the case of Brown vs. Topeka 1955, educational
segregation on racial grounds was outlawed in principle. However, it has
persistedin practicegiventheresidential segregation of blacksand whites
in the US (see Massey and Denton 1993). Bankston and Caldas (1996)
have examined both the conceptual debate which surroundsthisissue and
important empirical evidencerelatingtotheeffectsof racial segregationon
educational attainment.

Thekey issue hereis ' equality of opportunity’. The major contributor
to the discussion of the meaning of this vexed expression has been
Colemanwho hasconsidered it in aseries of worksover somethirty years
(see Coleman 1990). The formal objective of US poalicy in relation to
educational equality of opportunity seems to have always related to
Coleman’s: ‘fourth type of inequality [which] may be defined in terms of
conseguences of the school for individuals with equal backgrounds and
abilities. In this definition equality of educational opportunity is equality
of resultsgiventhe sameindividual input’ (1966: 14).

However, we have to ask ‘what are schools? They are not simply
aggregations of resources, nor even best understood as the consequences
of the organisational management of such aggregations of resources. We
havetotakeaccount of theinteraction effectsamong studentsidentified by
Raudenbush and Willms (1995) as considered earlier in this chapter.
Bankston and Caldas comment on thismost pertinently:
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To argue that students are social resources for one another isto
argue that schools are social environments that are, to some
extent, independent of the families that supply the students. . . .
Having brought behavioral and attitudinal ‘capital’ from the
family to the school, students establish a peer society that makes
their forms of behaviour and attitude a part of the common
holdings. Parents who send their children to ‘good’ schools
provide the children with the advantage of associating with
‘good’ students, advantagesthat may outweigh those of superior
school facilities, and even those of quality teachers.

(Bankston and Caldas 1996: 536)

In the US, bussing, the movement of children away from their own
neighbourhood for educational purposes, has been used in large urban
centres as a method of trying to achieve some sort of racial balance in
practice. This has led to a heated debate in two domains. The first isin
relation to principles of distributional justice; the second concerns the
actual outcome effects of such movement. Coleman (1990) has drawn on
the contrasting positions of Rawls and Nozick as a way of defining the
character of the dispute about distributional justice. Nozick would agree
with, and perhaps was even the inspiration for, Margaret Thatcher’s
notorious assertion that * There is no such thing as society; there are only
individuals and families.” Rawls in contrast sees all resources as the
product of socia relations and arguesthat inequalities are only justifiable
if they have the effect of increasing the absolute resource position of the
poorest in consequence of higher overall social production—anotionvery
much eqguivalent to J. S. Mill’s conception of the optimal utilitarian
outcome.

Bankston and Caldas summarise Coleman’stransl ation of thisdispute
into educational terms:

From the Nozickian perspective, since all resources, immaterial
as well as material, belong to individuals and their families,
parents have the right to invest and pool these resources as they
seefit, and to educate their own children with an eye specifically
towards maximising the children’s own opportunities. From a
Rawlsian perspective, on the other hand, alowing the
concentration of advantaged children, and as a necessary
consequence, a so the concentration of disadvantaged children,
simply perpetuates unacceptable imbal ances of abundance and
deprivation.

(Bankston and Caldas 1996: 536)
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Inthe UK theBlairsareclearly proponents of the Nozickian position.

In the US there are three positions on racial integration in schools.
Thereis aposition justified formally by Nozickian-style arguments and
adopted in practice by most whites who can manageit, of maintaining de
facto educational separation from blacks through residential segregation.
There is a liberal/reformist position which argues for real integration
despiteresidential segregation. Finally thereisablack separatist position
which argues for black schools informed by a black cultural ethos and
which argues that the subordination of black children to awhite mgjority
cultureisdamaging to them. There are echoes of thisdebateinthe UK but
the proportion of ‘ other than whites' outside afew major urban centresis
sosmall, residential segregationisso muchless(seePeach 19964), andthe
crucia issue is religious (Muslim schools) rather than racial, that in
conseguence these echoesremain rather faint.

Bankston and Cadas study (1996) is a linear model-based
examination of the impact of ‘ minority concentration’ on the educational
achievement of both black and whitechildren. Itisbased onasingleyear’s
achievement measures and employs cross-sectional data which is
hierarchicd in formin that it includes measures both of the attributes of
individual studentsand of the attributes of the schools which they attend.
Bankston and Caldasincludeinthelatter set summary characteristicsof all
studentsin the school and find that these sometimeshave amoreimportant
effect than the actua measure of that characteristic for the individual
student. For example, the mean number of hours of homework doneinthe
school is more important for the achievement of individual students than
thehoursof homework doneindividually by thosestudents. Ultimately the
linear models demonstrate that segregation disadvantages black students
morethan thereversal of segregation would disadvantage white students,
although such areversal would imply costsfor white students.

Thisis an important and interesting study but a consideration of the
processesinvestigated in complex terms, rather thaninlinear terms, might
be particularly productive. This is not just a matter of knowledge
generation, but relatesal sotothecrucial social issue specified by Bankston
and Caldasintermsof autilitarian effort to identify:

a'threshold’ effect associated with school racial integration. That
is, istherean optimal school percentage of African Americanand
white students where the benefits of aracially integrated school
environment contribute most to African American academic
achievement, while at the same time not detracting from white
student achievement? If such a threshold could be identified,
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school systems would then have theoretically defensible racial
integration target level sto aim for, and maintain.

(Bankston and Caldas 1996: 553)8

Let me suggest that we are not dealing with linear effects in relation to
black/white segregation in US schooling (as we are not with regard to all
other aspectsof black/whitesegregationinthe US). Instead wearedealing
with discontinuities, with non-linearities, and thenon-linear consideration
of data sets of the form of that employed by Bankston and Caldas will be
most productive. Such aconsideration must begin with the establishment
of asocio-spatial school landscape using school characteristics asinputs
into numerical taxonomy procedures. Thisisnot apreliminary process. In
other wordsit rejectsabsol utely the privil eging of linear model s suggested
by Clarke:

One of the classic debates in the history of science turns around
the proper rol e of typol ogiesinthe devel opment of theory. While
in principle it may be apparent that the very existence of a
reasoned typology ought to imply a set of inter-related
propositions, and the associated conditions under which they
hold —that isatheory —not afew observers have been convinced
that in practice typological construction often distracts attention
from the formulation of more explicit, more powerful, and more
precise propositions.

(Clarke1971: 7)

Thisis not just an abstract issue. It means that however much one may
sympathise with Bankston and Caldas’ objective of establishing asingle
level of integrated educational experience which in the best, and wholly
honourable, liberal tradition achieves the greatest good of the greatest
number, this may not be possible. If the situation is non-linear then the
whole ‘fitnesslandscape’ will haveto betransformed if Rawlsian criteria
of social justice are to be achieved. In other words ‘education cannot
compensatefor society’.

Conclusion

Massey has pessimistically identified the future asan ‘ Age of Extremes'.
Let me quote from his presidential address to the Population Association
of Americagiven under that title:

In the coming century, the fundamental condition that enabled
social order to be maintained in the past — the occurrence of
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affluenceand poverty atlow geographi c densities—will nolonger
hold. Inthefuture, most of the world’simpoverished people will
live in urban areas, and within these places they will inhabit
neighbourhoods characterised by extreme poverty. A small
stratum of rich families meanwhile will cluster in enclaves of
affluence, creating an unprecedented spatial intensification of
both privilege and poverty.

(Massey 1996: 395)

Actually I think thisiswrongintwo important respects, evenif thegenera
accountiscorrect. Itismuchmorelikely that wewill, in Therborn’swords,
see a ‘Brazilianisation of advanced capitalism’ (1985) with a threefold
division among the very affluent, ordinary and poor. It is also untrue that
such a division is unprecedented. It was the European norm before the
development of the Keynes/Beveridge and/or Christian Democratic
welfare states founded on Fordism and it seems to be returning as the
Fordist system collapses. However, Massey’s overall story does seem
correct. We are seeing increasing socio-spatial segregation within cities
and that isthe basis of many of theproblems of social order and realiti es of
social injusticein our world.

Education mattersenormously in relation to thisbecauseit isthe most
important means for individual social mobility, more important in
economies of signs and space than ever it was when the coalminer could
earn the top dollar, however brutish the conditions of hisworking life. In
thelast ‘liberal hour’ inthe US and the UK, the mid-1960s, improvement
of educational opportunity was seen as the central mechanism for
achievingamorejust society. Central tothisapproach wasthe notion of the
significance of ‘positive discrimination’ in which education resources
were to be distributed as negative feedback against the trend of general
social inequalities. However, asmany criticsof that timenoted (see Byrne
et al. 1975), education cannot compensate for all social inequalities.
Indeed the devel opment of divided cities, inthe US so apparently divided
to the disadvantage of African Americans, elsewhere divided on the basis
of more complex interactionsof classand ethnicity, meansthat thelevel of
resource transformations required to overcome disadvantages is now
enormous. This seems to me to draw us towards the issue of
‘empowerment’ as discussed by Freirein arange of works. Wewill return
to this approach in Chapter 8 with regard to issues of planning, but some
discussion of the educational implications of this term are appropriate
here.
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It was a hard learned truism of the 1960s that ‘education cannot
compensate for society’ and that was a truism expressed within a social
order in which inequalities were stepped rather than radically
discontinuous and in which educational resources were distributed as
negative feedback through programmes of compensatory education
which, in the long run, have demonstrated considerable effectiveness,
particularly inthe case of ‘Head-Start’ in the United States. Now we have
a discontinuous/polarised pattern of inequality and the tendency in
educational systems to reward high achievement and penalise failure
operates aspositive feedback inintensifying social divisions. In advanced
industrial societieswehavenominal universalismineducationbut areality
of the engenderment of increasing social division.

Heretheexperience of Britain’s Catholic school sbecomesinteresting.
Religion, especialy Catholicism, is not a significant socia divisor in
contemporary Britain(Northernlrelandisavery different story), whatever
the historical salience of ‘ Rome ontherates'. The ethnic underpinnings of
Catholicismby a200-year processof Irishimmigrationarenot particularly
salient when this white (few whiter) Christian English-speaking group is
soassimilated by inter-marriage over several generations. Theexistenceof
separate Catholic schools does not reinforce any particular line of fissure
in contemporary British society.

Catholic schools were historically distinguished by their association
with religious observance. In general the children of even minimally
observant Catholics tended to go to them. Because Catholicism is hot a
principle of spatial segregation the catchment areas of these schools are
substantially larger than is the case for the county schools. Contingently,
when ‘direct grant’ status was abolished most of the Catholic direct grant
grammar school s opted to become comprehensives rather than going into
theelitist private sector.

The consequence of the combination of the contingency of an original
high quality component and generally mixed catchment areas in which
bussing is a voluntary activity is schools which are widely regarded as
considerably superior to the state norm and with far fewer in the* deprived
and depriving' category. The problem isthat the underpinning elementin
all thisistheassertion of adistinctiveidentity. In contemporary Britainthis
particular segmented and partia assertion is without any wider
significancebut it hasto bethere. The Catholic school sin summary arethe
Rawlsian element in an increasingly Nozickian system, but only on the
basis of particularistic common identity.
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However, whilst the nature of the Catholic schools does represent a
universalistictarget, very much what Bankstonand Caldas’ work pointsus
towardsasasocially just resolution, itisalot harder to see how it might be
the object of ageneral and universalistic social programme. How can the
torusframebere-established? Thisissue will bere-addressedin explicitly
complex terms in the Conclusion, following on from a discussion of
‘empowerment in planning’ in Chapter 8.
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8
COMPLEXITY AND POLICY

The limitsto urban governance

Urban development models focus on urban development
processes asif intentional action plans— and regulation were an
exogenous disturbance to be contended with unhappily. Most
urban economic models conclude that the devel opment process
will work fineif left alone because of the assumptions built into
the models. Planning is of value precisely because the presumed
natural equilibrium processes of such models cannot be relied
upon to yield desired outcomes through segquences of decisions
made myopically.

(Environment and Planning B 1997: 318)

Introduction

Therearefew better established illustrationsof theinanity of ‘freemarket’
modellingthanthehistory of cities, but of coursetheideol oguesof theNew
Right forget everything and learn nothing, so the UK is perhapsjust about
to emerge from a seventeen-year period (beginning in legidative terms
with the Local Government Planning and Land Act 1980) during which
public policy has formally asserted that the future of cities must be
determined by market mechanisms. As usual the formal assertion served
inreality asasmokescreen behind which enormous sums of public money
were placed at thedisposal of |and devel opment capital, under the heading
of ‘catalytic planning’,1 and ‘free markets' have had very little to do with
developments, which have been far more the product of authoritarian
centralism informed by a deliberate anti-industrialism. However, the
Hayekian rhetoric wasloud indeed. The crucial lesson of the 1840s, that a
genera urbanised form of life for the mass of humanity is biologically
impossible without collective and informed public interventions (see
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Ashton 1988 for a history of the old and the new public health), was
ignored. Inthe United Statesthis sort of right libertarian ranting asabasis
for policy has led to the successful breeding of multiple drug resistant
tuberculosis and the re-emergence of the white plague as a serious public
health hazard. Inthe UK urban system breakdownshave, sofar, beenat the
level of order rather than of public health.

In the urbanised world created by the devel opment of an industrially-
founded world system citiesdo not work unlessthey aregovernedinaway
which directstheir devel opment. Urban governancecan never beabout the
maintenance of equilibrium. In systemic terms cities are necessarily
complex and evolving far from equilibrium systemswith an evolutionary
character. Jane Jacobs put it like this: ‘ Cities happen to be problemsin
organised complexity. . .. They present situationsin which half adozen or
even several dozen quantitiesareall varying simultaneously andin subtly
interconnected ways' (quoted in Batty 1995: 469).

To say that cities are complex isto say what has already been said in
theoretical terms about localities in Chapter 5 in adlightly different way.
The difference ari ses because the discussion in that chapter, founded asit
was in the debates of a geography which even in its ‘new new’
postmodernist form remains profoundly influenced by structuralism, was
mostly about the evolution of socio-spatial structures. In this chapter the
emphasis is on conscious and informed agency, on the processes of
planning which shape the devel opment of urban space.

The term ‘planning’ isinteresting and multi-layered. Hall begins his
overview of UK and USIand use planning systemswith adiscussion of the
content of the process and concludes that: ‘planning is concerned with
deliberately achieving some objective, and it proceeds by assembling
actions into some orderly sequence’ (1992: 1). We have to recognise, as
Ambrose (1994) demonstrates, that planning processesinaworldwhichis
both urban and capitalist are always about some combination of other
objectiveswith therealisation of profit from land development. Thereare
really two ‘other than profit’ sorts of objective sets. One is the genera
interest of the system, expressed through technically qualified
professionals who assert the rationality of their technical projects. Of
course, just as free market liberalism has discredited planning in political
terms, so the postmodernist turn in the academy has discredited it in
intellectual terms, precisely because of planning's claims to a rational
foundation. However, what is more interesting than the postmodern gibe
against all rationality is the wider question of rationality for what? Note
that thisquestion isbeing asked herein astructurally located way. It isnot
a matter of free standing competing discourses but rather of the
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relationship between technocratic planning and the socia system, andin
particular the classes, generated by capi talism. Capitalism needs planning
— it really does sometimes need the state to function as the executive
committee of the whole bourgeoisie and do that which the individual
capitalist will not. Even neo-classical economics allows for externalities
and public goods as the bases for collective rather than individual
optimising decisions.

Atonelevel planning might bethought to be astabilising corrective. It
canbeinterpretedin systemtermsasnegativefeedback whichkeepsthings
steady against the creative destruction which characterises the drive of
capitalist innovation. But, of course, itisnot really that at all. Planning is
about change. Thismeansthat itisembedded asanintegral andinseparable
part within the capitalist development process itself. It is neither an
external corrective and control element, nor something which can be
analysed out of the development process. Hall talks of three stages in
planning theory —an original stage lasting until the 1960s in which plans
were literally blueprints, a subsequent systems-oriented phase, and a
current understandingwhich sees: ‘ planning ascontinuousparticipationin
conflict’ (1992: 27). The last recognises development as inherently
political. Itisperfectly truethat any review of UK and US planning history
shows that when planning has been at its most technocratically
authoritarian is when it has most damaged urban working-class interests
and community forms. Only when a democratic culture has been able to
achieve hegemony, evenif only at thelevel of locality, hasplanning served
working-classinterests. Thisis particularly well illustrated by the history
of design policy for UK social housing (see Byrne 1989). However,
planning has been forced into the service of collectivism and universal
social interests at important pointsin history. It has that potential, and the
historical redlity represents the other objective set, that of inclusive
K eynesianismto combinethe system description of regul ation theory with
the contemporary gloss on the Marshallian notion of citizenship.

Hall’s account of the history of planning theory is worth some more
attention before we go further. Planning is amost the archetype of
modernity as process. Its origins lie in the development beyond
epidemiologically-founded public health interventions of what was
originally an architectural/civil engineering-based interest in the
foundation of the' goodcity’ . Utopianideas, particul arly those of Ebenezer
Howard, wereof greatimportancebut Howard wasarational and scientific
utopian. His notion of the garden city was well founded in the science
available to him. Perhaps the main reason for planning theory’s original
emphasis on the ‘blueprint’ was the perfectly sound idea that land use
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planning was an effective mechanism for achieving physical health
through the separation of people from pollution, a notion of considerable
contemporary relevance in the late twentieth century, and for achieving
social healththrough the provision of adecent and humaneenvironmentin
which people were not absolutely separated from nature. The utopian
plannersinvented the suburb and those of uswho live in them have cause
tobegrateful.

The move in the post-Second World War period towards a system
conception of planning, embodied in the UK’s planning system by a shift
from map-based land use planning to the document-founded structure
plans, was a perfectly logica development of planning as practice.
Planners as engineers were aware of the potential of system theory,
although they usually took up its more simplistic and linear versions and
were generally incapable of marshalling social understanding and social
evidence in the formation of objectives (see Dennis 1970, 1972; Davies
1972). Indeed, the previous generation of planners had generally been far
more competent at incorporating social evidence in Geddes' process of
survey—plan—mplement. However, the structure planning processwasin
formal terms democratic and included a considerable element of public
consultation, if not of participation. Ultimately there was arepresentative
democratic element to it. Actually systems-based structure planning was
not adisaster. It never really had the chance to be. The planning disasters
which played a by no means unimportant part in the discrediting of
planning as part of collective intervention, were largely the work of
simplistic architects and road engineers, both in cahoots with civil
engineering capital. In practice structure plans have been replaced by ad
hoc idiocy under the direction of quangos, particularly the urban
development corporations (see Imrie and Thomas 1993), whose
operations have been characterised by neither system nor accountability,
and have been validated by absurd claims as to the efficacy of market
mechanisms as socia optimisers.

Thefailure of planning as apractice isimportant. It wasacrucia part
of the post-war Keynes/Beveridge style socia politics of the United
Kingdom and the devaluing of it matters. For now | would simply want to
makeacl ear distinction between theradical modernist critiqueof planning
mounted from both Marxist and Weberianinformed framesof referencein
the 1960s and 1970s, and the contemporary postmodernist critique. The
radical modernist critique did not challenge the progressive/systems
rationalism on which planning was founded. Rather it asserted that that
rationalism was incomplete. It was a critique of content, not of form. In
particular 1960sand 1970s systemsplanningignored therationality which
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interpreted working-class action as the universal basis of progressin the
extreme theoretical form, and as a legitimate interest among others in
practice. Planning asserted value neutrality, but in fact served capitalist
developmentinterests. To say that isnot to reject progress, but to arguethat
there are aternatives for progress; there is more than one possible
trajectory. Theissueisprogressfor whom?

This review of urban governance will proceed by looking in some
detail at the content of the chaos/complexity influenced revival of systems
perspectivesin planning theory. It will then turn to aconsideration of how
contemporary urban systems generate information which can bethe basis
of arationa understanding of how urban policy might be constructed.
Central to the discussion will be arecognition of the absolutely essential
characteristicof planning asahuman activity. Itisabout alternatives, about
different waysin which thingsmight bedonein order that different sorts of
futures might come into being. It is always about people making history,
even if not in circumstances of their own choosing. The important thing
about planning isthat it is about choices. The important thing about the
chaos/complexity programmein relation to planning is that it provides a
rational framework whichisnot based onsimplistic determinismbut rather
is explicitly founded on reflexive social action. The condition space
defines the possibilities — the plural is crucial — planning is about which
outcome is achieved. What is interesting is that a chaos/complexity
perspective on the governance of cities suggests that mass democratic
participatory processes are not only morally preferable but actually
represent the only processthrough which the achievement of unificational
non-divisiveurbanformsmay be possible. The chapter will concludewith
adiscussion of participatory planning asaprocess of empowerment inthe
real sense of that word as Freire meant it to be employed.

Rational planning iscomplex planning

Unlike their academic cousins, planning practitioners have
seldom had the luxury of ‘ retreating from rationality’. They had
always had a job to do, rationaly; in this job they were once
comprehensively assisted by researchers into computer-aided
planning techniques. Yet theintensity of academia sretreat from
rationality and the popularity of its rejection of ‘rational
comprehensiveness have tended to inhibit such assistancefor at
least two decades.

(Wyatt 1996: 639)
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Wyatt continueshistrenchant remarksinaguest editorial inthejournal
Environment and Planning B — Planning and Design by remarking that
whatever may be wrong with ‘reasoned thinking', it is certainly far better
than ‘the alternative — abandonment to unbridled subjectivity and
fickleness of politics, personality and fashion’ (1996: 641). That and
subsequent issues of this planning theory-oriented journal have very
interestingly turned to the kind of computer-based simulation modelling
discussedin Chapter 4, asthebasisfor anew systems-founded rationalism
in planning asaprocess. Thisisbased on a precise recognition of the non-
linear character of city systems. To quote again from Wyatt:

It should befairly obviousthat such acomputationally intensive
approach [ back propagation neural networks] isfar moreflexible
and adaptive than traditional modelling methods. Hence, it is
probably much better at accommodating massive nonlinearities
and threshold phenomena. For example, if someinput parameter
does not affect the final NN (neural network) output until it or
other parametersattain somethreshold value(s), thentherichness
and malleability of the interconnection weights, in combination
with the variability of values on hidden neurodes, can probably
simulate this effect — unlike regression analysis and other
conventional statistical techniques.

(Wyatt 1996: 650)

In a subseguent issue of the same journal devoted to the use of cellular
automataas simul ation devicesthe editors remark:

In aworld where global interventions fuse in subtle and diverse
ways with local action, CA (cellular automata) looks like a
paradigm for the 21st century, resonating with everything from
the postmodern mathematics of fractals and chaos to the cry of
development theorists * Think globally, Act localy’. The really
great attraction of CA is that it gives equal weight to the
importance of space, time, and system attributes, thusimposing a
frame which forces researchers to think very hard about
representing any system where the importance of one of these
elements becomes emphasi sed rel ative to the others.

(Batty et al. 1997: 160-1)

Whilst rejecting their characterisation of chaos as ‘postmodern’ |
wholeheartedly endorsethe use of that crucial word ‘resonate’. It isworth
exploring these contributions to planning theory for resonances, both
explicitly- and implicitly-founded, with the chaos/complexity account.

144



COMPLEXITY AND POLICY: URBAN GOVERNANCE

Thereisof courseavery important resonanceintheactual passage quoted,
in the assertion of the crucial requirement to consider time and space and
the specific interactive attributes of the system altogether and at the same
time — an absolutely holistic notion which resonates with Adams’ views
(seethediscussionin Chapter 2).

A further and crucially important resonance resoundsin the article by
Batty and Xiewhen they remark that:

science is not simply about the study of actual phenomena but
about potential or possible phenomena. This notion is central to
design but the prospect of a new science through computation
which enablessystematic and formal studiesof ‘ possibleworlds
has clear reference to the scientific understanding of human
systemssuch ascities.

(Batty and Xie 1997: 175)

Of course these pieces are by authors who are familiar with the ideas of
Prigogine and even refer back to the significance of D’ Arcy Thompson’s
ideas on morphology! It does seem to methat these areimportant if not as
yet fully devel oped elementsin aprogramme of complexity in action. The
crucia notion is that of alternative futures and the recognition of the
possibility of progressinformed by reason. What is different is precisely
the recognition of alternatives and of the role of purposeful action in
achieving different alternatives. Pace Portugali et al ., thisisnot about the
hermeneutics of interpretation. They are off down the wrong track when
they:

suggest that heuristic urban models can be subject to
hermeneuticsin the sensethat every model isan interpretation of
some urban phenomenon and that theaim of our researchisnot to
achieve ‘best fits' with reality but to provide atest — albeit of a
new type — which must be interpreted. We use the notion of
hermeneutics to emphasise that in both cases there may be more
than one‘ correct’ interpretation.

(Portugali et al. 1997: 263)

The article from which this is taken is a very useful and important
contribution but thishermeneuticturnisabsolutely inthewrong direction.
As'science’ itiswrong about regress, about the establishment of what has
been. Thereis(seethediscussion of Gould on contingency in Chapter 2) a
truth, however important the social context of the interpretation of that
truth is. As ‘planning theory’ it is wrong because it misunderstands the
materiality of the outcomes of the planning process. Human beings make
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their future world. The issue is not interpretation but doing. The
philosophershavedescribed theworld. Thepoint, however, isto changeit.

Before leaving this complexity-founded new systems planning it is
important to note that there is another view on the implications of chaos
theory for planning. Whilst the authors cited above are generally inclined
towards the possibility of a new comprehensive planning founded on
complex and non-linear modelling, Cartwright uses chaos theory to deny
this and to argue for a kind of Oakshottian incrementalism as the only
appropriate planning approach:

perhaps most important of all for planners, isthefact that chaotic
systems are predictable only on anincremental or local basis. . . .
On a global or comprehensive basis, chaotic systems are
unpredictable because of the cumul ative effects of variouskinds
of feedback. But on an incremental or local basis, the effects of
feedback from onetimeperiodtoanother are perfectly clear. This
is a powerful argument for planning strategies that are
incremental rather than comprehensivein scope and that rely on
acapacity for adaptation rather than on blueprints of results.
(Cartwright 1991 54)

Indeed Batty (1995), who specifically addresses the chaos/complexity
literature and argues persuasively for the need to understand cities as
complex dynamic systems, still seemsto see understanding asbased onthe
detailed analysis of micro behaviour. What ismissing from hisdiscussion
istheideaof attractor statesas setsof possiblefuturesand of the possibility
of robust chaos and the role of agency in steering the course of emergent
development. Batty argues persuasively for the use of ssimulation asatool
here (see 1995: 484-5) but does so in a way which does not include the
possibility of imagined futuresas objectivesof human action. What weare
looking at in contrasting Cartwright’s view with that of, say, Wyatt, is
essentially the difference between the US emphasis on chaos and
transitionsfrom order, and the Prigogine conception of complexity andthe
importance of transitions to complex order. This present text isfirmly in
thelatter camp and itstent ispitched pretty far to theleft in that camp.

Reading thedialsand steering theship

Social researchersin public sector organisations are fortunatein
working inincreasingly rich information environments. Modern
publicadministrationinvolvesvery largeflowsand exchanges of
information, mostly administrative data. Research, however,
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produces a particular type of information which is meaningful
[original emphasig] to the policy makers and service planners,
and henceisoftentermed ‘intelligence’. ... A particularly useful
contribution made by research isto anticipate change.
(Blackman 1995: 166)

Thevery word ‘ cybernetic’ hasits originsin the Greek for ‘ steersman’ so
it seems entirely appropriate to use the conning of a ship as an image for
thinking about the management of modern cities in the immediate short
term. | am going to take this analogy (definitely one of heterologous
affinity) even further by considering the ships in the form of ‘general
systemsvehicles 2 described asthe key actorsinlain M. Banks' imagined
future of ‘the culture’. That means | am going to get beyond conning to
actual reconstruction.

If we examine the bridge of a ship we find that it is equipped with
instrumentation which describes both the state of the ship asasystem and
the state of environment in which that ship islocated. The descriptions of
thestate of the ship comeintheform of enginetel egraphsrecording engine
power and propel ler direction (full ahead both) and in the compasshbearing
of the course. Modern vessels have vastly more information than this,
including exact satellite position references. The ship’spilot (officer of the
watch) readstheinstrumentati on and adj ustsparameters (enginespeed and
direction) in order to achieve an objective, the maintenance of acourse. In
amodern vessel, aswith amodern plane, theinformationislikely to come
intheform of computer read-outs. Datastreamsare constant internally (or
at least take the form of very rapid sampling of relevant states). Likewise
theexternal issampled. Of particular significancefor the pilot of aship (or
aircraft, of course—theseprocesseshaveahomol ogousaffinity) isthestate
of currentsin the mediain which the vessel is operating. An onshoretide
race and an onshore wind cannot be ignored! Indeed, in unfamiliar
complex regions, harbour approaches, control has to be handed over to
those with exact and specific local knowledge (harbour pilots, air traffic
controllers) who either completely (the harbour pilot) or partialy (air
traffic control) bring thevessel in.

The vessels of earlier modern eras, literal bearers of Wallerstein's
world system, had equivalents of this instrumentation, but were much
more dependent on the human element expressed through manual [abour
for their effectivefunctioning. Thismeant that thereportsof thesurgeon as
tothehealth of thecrew and of themate of thehold astotheamount of fresh
water were asimportant asthose of the bosun asto the state of therigging
or of the carpenter asto the state of the hull.
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Citiesare very like ships. Indeed social statistics, as has already been
asserted almost ad nauseam, were developed as indicator systemsin the
nineteenth century in an almost exact, and certainly well understood,
correspondence with the sick report of a ship’s surgeon. Vital statistics
were based on an exact, homol ogous and heterologous, anal ogy between
the labour force (both present and potential) of an industrial city and the
crew of aship. As socia statistics extended their range of coverage, so
more and more aspectsof social lifewere monitored. The state of industry
in a city, as monitored by censuses of employment or production (or the
sampl e based equival ents thereof), represents accounts of currentsin the
environment of thegovernment of thecity. Administrativedatafrequently
takestheform of feedback on operations of city governance understood as
steering commands. There are continuous and rapid samples of crucial
sub-system states, for exampl e housing management data on turnover on
council estates; regular accounts of environment states, for example the
results of decennial population censuses, and special investigations of
particular issues (Blackman’sresearch asintelligence).

The oldest modern reactive element in urban governance is the
implementation of public health measuresin responseto deathsor notified
notifiable infectious diseases. These represent indications of change from
one state to another. Blackman et al. (1994) have shown how the now
extremely fashionable Geographical Information Systems (GIS —
essentially spatially located and spatially correlated data sets — lots of
information for the same spatial points, preferably measured over time)
can be used to indicate when council estates are about to ‘go bad’ in
management terms. The key indicator is a sudden rise in the turnover of
tenantswho havelived ontheestatefor fiveor moreyears. When they bail
out the place is becoming something other than orderly and acceptable.
Prompt action may make a difference by acting to reinforce the trgjectory
of the estate in a different direction. Sometimes the action may be
something as simpl e asthe eviction of asingle household. Sincethe social
dissolution of council estatesgenerally leadsultimately totheir demolition
and thewriting off asadead |oss of very substantial public assets, this sort
of closein steeringisfar fromtrivial asapractical exercise. Clearly school
performance and attendanceindicatorsare now being used inthesamesort
of way (see Byrne and Rogers 1996).

What interests me here is the use of GIS (Geographical Information
Systems) style data sets as the basis of the construction of quantified
histories, which ‘regresses can then serve as part of the information
required in public debate about the future trajectories of urban sets. In
Byrne(1997a) | documented the devel opment towards ' postindustrialism’
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of twolargeUK industrial cities, the conurbation of Cleveland County and
the Leicester Urban Area. In other words, using the numerical taxonomy
acrosstimemethod (sequential cluster analysesasdiscussed in Chapter 4)
for the level of neighbourhood elements, | showed how the
deindustrialisation of these cities was the precursor to social polarisation
and thegeneration of divided cities. ‘ Post-Fordist’ citiesaredivided cities.
Itisclear that theloss of bluecollar industrial employment (both maleand
female) has generated the urban form as ‘butterfly attractor’ in which
neighbourhoods are either relatively secure and prosperous or socially
excluded and deprived. Asaregress, as an account of developments over
the past twenty-five years, thismodel stands. It standstriangulated in that
it fits the data, the documents and the actual accounts of change given by
people who have experienced it. It is very important to know how we got
to where we are now and the model of a bifurcating torus becoming a
butterfly describesthat processvery clearly.

What we need to be able to do isto work out what policy changeswill
dointermsof their effect on thefuturetrgjectory of urban systems. Notice
that even to say that thisis useful and necessary knowledgeisto be quite
provocative. The thesis that ‘ globalisation accounts for everything' now
being asserted by New L abour’sintellectual gurus,3 explicitly deniesthe
significance of local actions in determining the character of local socio-
spatial systems. Even the contributorsto Brotchie et al.’sinteresting book
on Cities in Competition (1995) intended, as the subtitle indicates, to
establish a foundation for ‘ Productive and sustainable cities for the 21st
century’, take the notion of aglobalised hierarchy of citiesfor granted and
really talk only about policieswhich are to do with positioning particular
cities in more favourable dots in that hierarchy. Certainly global
tendencies, which are much more political than simply the inherent
product of anonymous system forces (see Therborn 1985), are driving
local social systems towards the generation of inequality. However, it is
possibleto envisagelocal policieswhichwould act against this. Itiseven
possible to illustrate this through tuning the parameters of non-linear
iconol ogical model sand seeing what might happen. Notethat thisdoesnot
constitute the establishment of predictive laws, the pursuit of which has
been the downfall of economic modelling, but rather is about the
illustration of the range of possibilities. This is what Banks genera
systemsvehiclescan do. They canreflexively remakethemselvestofit the
tasksthey haveandthe conditionsunder whichthey aregoingtocarry them
out. A cruiseliner can becomeawarshipif it hasto.

The actual planning area in which this kind of thing is being thought
about isecological inthe fullest sense. It deals with social and biological
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ecologies and with their interaction in the complex socio-biological
systemswhich arehuman cities. Thekey ideaisthat of the sustainablecity,
with sustainability understood as implying: ‘that if some process is
continued into the future, the conditions necessary to support that process
will not beimpaired. In particular it suggeststhat the processitself will not
underminethe conditionswhich sustainit’ (Harris 1995: 445).

Let us see what that idea looks like from a chaos/complexity

perspective.
Sustainablecities

Sustainabl e development is not something to be achieved on the
margins, as an add-on to current policies, but requires a
fundamental and revolutionary changeintheway economiesand
societies are devel oped and managed. Sustainable development
isanintegrating concept, bringing together local and global, short
andlongtermand environment and devel opment. It arguesfor the
need for action now [original emphasis] to defend the future.
Continuation of current paths will eventually bring disaster in
various forms including depletion of the ozone layer, global
warming, nuclear proliferation, loss of biodiversity and
desertification. . .. The Town and Country Planning Association
has for almost a century campaigned for the principles of
environmental conservation and the balanced development of
town and country. It isconcerned about the rel ationship between
environmental quality and social equality and the need to
promote public participation to the fullest possible extent. The
TCPA believesthat these objectives can be secured only through
effective, long term and strategic plan ning of environmental
management and development. . . . These enduring concerns of
the TCPA are at the heart of contemporary concern with
sustainabl e devel opment.

(Blowers 1993: xi—xii)

| wasattracted totheideaof the* sustainablecity’ asapegonwhichto hang
the last part of this chapter, by a remark at an Economic and Social
Research Council funded seminar on ‘ Evaluating Urban Policy’ made by
the ‘Sustainable City’ Manager for Bristol. She observed that the
sustainable city was not simply ecologically sustainable. It had to be
socialy sustainable, and it could only be socially sustainable if equal. |
think that isright. Theimplications of thisare absolutely global. If capital
isaglobalised system and the nation stateisincreasingly irrelevant to the
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operationsof both global financeand global production, andif * history has
ended’ in the sense that there is no clear competitive pattern of social
organisation other than global market capitalism, then thereisacrisis of
engagement of people with politics. The idea of citizenship must include
withinit the possihility that the political actionsof citizensmatter interms
of determining the course of events. Increasingly thisisnot true. Thereisa
crisis of political engagement, both in terms of visible actions by people,
most notably in declinesin voting, and in relation to the actual content of
politicsitself. Palitics has, as Bookchin (1995) putsit, become akind of
unpopular state-craft conducted by professionals, most of whom are not
elected. Itisindicativethat the UK’s*New Labour’ party developed much
of the actual political programme on which it was elected through the use
of that favourite market researcher’s technique ‘focus groups’, and is
seeking to replacethe deliberative democracy of itsannual policy forming
conference with acombination of fan clubrally and ‘ policy forums' [sic].
Inofficeitisnow proposing to steer the ship of state exactly by thiskind of
market research process (see The Guardian 14 July 1997). In these
processes the citizen who acts becomes repl aced by the passive consumer
whoseactionisconfinedto choiceamong avail ableproduct suppliers, with
the product being distinguished by superficial packaging rather than
essential content.

Thereisacrisisinthecitiesof theindustrial world. Theword‘crisis' of
course means ‘turning point’ (see O'Connor 1982) and describes a
situation in which things cannot go on as they are. Crisis is exactly the
period leading up to changeof kind. Itisthe‘local’ time of most interest to
uswhenwe study thetransformation of complex systems. Theexpressions
of urban crisis have so far been managed by thetraditional linear methods
of control through negative feedback, mainly through policing, but also
including callsfor the reassertion of traditional valuesthrough traditional
methods in education. Etzioni’'s (1995) inane programme of
communitarianism is the sociologica expression of this sort of control
orientation asageneral socia principle.

However, it is not possible to restore the status quo ante if there are
changes in the underlying causal structural nexuses. Cities do change,
precisely through a process of development. Even simple market led
development is change. Such development is of course justified in
Schumpeterian terms on the grounds that it is a process of creative
destruction, but in terms of social integration it is generally a process of
destructive destruction. Moreover, this socia disintegration is
accompanied by resource claimson naturewhich are of such an order asto
hazard the ecol ogical basisof urban systemsthemselves. Actually, | do not
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really think the issue which is being addressed by sustainable city
programmes is really sustainable versus unsustainable, at least in social
terms. Rather it is about the sort of sustainability which can be the stable
attractor for the next 100-odd years. L ovelock remindsusthat systemsare
pretty well alwayssustainable. Theissueisinwhat statethey aresustained.

Let meillustrate by an example. Newcastle City Council has recently
submitted its Unitary Development Plan to the Department of the
Environment. Newcastle is a city characterised by extreme urban
disintegration in its ‘“West End’, where a previously stable if poor set of
inner suburbs have become disordered and dangerous. Interestingly, the
best indicator of this is the collapse of property valuesin this locale for
owner-occupied housing, but there are arange of others, including crime
levels. Most of theriverfront areas of the city, and the city exists precisely
because of its relationship with the River Tyne, are under the planning
control of an Urban Devel opment Corporation whichisthelocal planning
authority for its territory and which is able to specify the planning
proposalsfor itsareaahead of the development of thewholecity plan. The
local political branches of the Labour Party, which firmly controls
Newcastle City, argued very strongly for a strategy directed towards
ensuring that development was in the inner nineteenth-century suburbs
and in relation to existing social housing outer estatesto which inner area
poorer residents had been moved in slum clearances since the 1950s. The
controlling Labour group instead opted for what was essentially the
preferred approach of private sector developers, and proposed massive
development into the Green Belt towardstheairport to the northwest of the
city. Actually the Green Belt issue was not the crucial one here. Thereis
Green Belttothenorthwest of Newcastleall theway to the Edinburgh outer
suburbs. Rather it was the issue of whether the objective of the new plan
wasto have acity which wasmoreequal or not.

Of course the peripheral development proposal was ecologically
damaging. It reachedinto agricultural and amenity land of high quality and
would increase the level of car usage, particularly as at the same time the
Urban Devel opment Corporation which combined the roles of developer
and planning authority was putting as much office park employment onto
itscentral sitesaspossible. Inthisscenariotheinner suburbswould bewhat
the cars of the suburban office workers went through on their way to
riversideoffice parks. Theouter estateswoul d be ghettoised and separated
in space from the suburbs of affluence. At the same time ‘edge city’
development is occurring under real market pressures so the city would
take the form of a segmented external zone in which roads linked locales
of affluent residence and employment but did not connect to the ‘outer
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estate’ ghettos, most of theinner suburbswould be poor and deteriorating
except for one affluent wedge (very unusually for European citiesthisisin
the centre/east of thecity), and therewould be an affluent core of riverside
office parks, leisure and cultural uses, and ‘new’ urban dwellers in loft
living-style conversions and central city flats. Interestingly, the inner
suburbs are now disconnected from the centre by orbital roads and
especiadly the ‘central motorway east’. The city’s zones redly are
bounded.

Conclusion

In an interesting article Rose has argued that contemporary governanceis
marked by the death of the social in which: ‘neither the included nor the
excluded are governed as social citizens' (1996: 327). It is important to
clarify what Rose means by being governed as* social citizens'. For him:

Social government was expert government. The devices of ‘the
welfare state’ opened up a multitude of new locales for the
operation of expert judgements, based on knowledge, training,
professional and bureaucratic ethicsand specialist skills.

(Rose 1996: 349)

Plainly urban planning and the planning of serviceswere both part of this
domain of expertise. However, it is very important to remember that the
operation of expertise was a contested process. The history of UK social
housingisoneinwhich, whenit wasbeing built for the poor, it wasbuilt to
designsand standardsimposed by akind of expertise(see Dunleavy 1981),
but whenit wasbeing built for the respectabl eand organi sed working class
the criteria derived from expertise could never be imposed. Socia
government had to be responsive to active citizen pressure, usualy
expressed through the local institutional processes of organised labour.
Indeed, the institutional vision of those engaged collectively in such
processes was frequently informed by a radical and contrasting
combination of knowledge and aesthetic about the appropriate form of
urban development. This was most often effective in relation to the
planning of public sector housing and was generally least effectivein the
related domains of urban land use planning and economic development.
Nonetheless, it wasthere.

What this chapter has argued for is the development in urban
governanceof radical formsof empowerment, and that term herecertainly
does not comprise:
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experts teaching, coaxing, requiring their clients to conduct
themselves within particular cultural communities of ethics and
lifestyle, according to certain specified arts of active personal
responsibility [nor] ... arangeof interventionsto transmit under
tutelage, certain professionaly ratified mental, ethical and
practical techniquesfor active self-management.

(Rose 1996: 348)

althoughthat isaperfectly accurate account of much of ‘ empowerment’ as
professional practice. In Freire's view empowerment was about giving
peopl e toolsfor knowledge and understanding so that they could act. The
radical end of urban governance in a complex world consists in a
commitment to the rationality of complexity and the maintenance of
collectivemechanismsfor thedevel opment of understanding based on that
rationality and for theimplementation of projectsbased on collectivewill.

Theplanning failures of the 1960s and 1970swere the consegquence of
the imposition of simple system based programmes of rationa action
which were asserted to be the ‘ scientifically founded’ only way forward,
when in reality they represented one way forward which served the
interests of a particular fraction of capitalists, those involved with the
constructionand development industry. Thisisthepolitical economy gloss
on Dennis' account of the way in which people experienced planning asa
process (1970, 1972), although Dennishimsel f advanced an account based
on professional ideologies which would square remarkably well with
postmodernist narratives of discourse.

Plannersare not complete fools. The Skeffington Committee reported
on the necessity for participation in planning as a way of avoiding both
intense political conflict and errors based on incomplete, and by
implication, ‘mere’, technical knowledge. Participatory practices were
developed in some contexts, particularly in relation to the area-based
housing improvement strategies which were adopted as a popular and
relatively successful alternative to massive clearance and replacement
with system built engineering solutions, much of which resultant ‘mass
housing’ hasnow been cleared, whil st thedwellingsitwasmeanttoreplace
continuein use.

However, participation was only ever redlly tried as a solution at the
gpatial level of neighbourhood. Therewasformal participationin structure
plan devel opment, the planning processwhich wasintended to addressthe
spatial level of locality, but thefirst round of structure planning remained
alargely technical exercise. Despite the intervention of both community
workersand ‘technical aid’ workers, the support systems for mass public
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participation were minimal and the political processes were not really
understood as such by most people.

The ideology of non-planning and the substitution of market led
decision making inthe 1980swasamanifest failure, largely becausethose
operating at the meso-level so misread the actual market directionin land
and land development. This is a good thing, because successful
development would have been profoundly exclusionary in its effects, as
Everdey (1990) so pertinently and bitterly observed. Eversley himself was
almost the ideal type of the technically (and for him technically included
socially) informed planner for rather than planner with, but his modernist
social democratic programme was one which in its day had done much
good. Hesaw therole of planninginthe service of development capital for
what it was.

By the late 1980s Hesdltine, back at the Department of the
Environment and no fool, recognised that future strategies would haveto
incorporate some public participation. The resulting ‘City Challenge’
programme, funded yet again by top-slicing existing funding for inner
cities, employed arhetoric of ‘ community participation’ in order to lessen
still further the control of local government over the planning process (see
Byrne 1994). In effect local community groups, often with extremely
guestionabl e status as representatives of the community asawhole, were
co-opted into the processafter thekey strategic decisionshad already been
taken, and all owed to comment on and tangentially influencethe detail s of
implementation.

It cannot be pretended that the actual development of a proper
participatory programmefor planningwill ever be easy. Thewholeformal
process of political determination is now so avowedly short- termist and
the poor in particular have been so disenchanted with any kind of political
engagement that getting peopleto act isextremely difficult.

Moreover, basing popular participation on the application of the
‘chaos/complexity’ programme is perhaps not the easiest of exercisesin
socia pedagogy. It wasperfectly plainthat most el ected councillorsdid not
understand the basis of the regression models, the essence of linearity,
which were used to specify therange of alternative futuresinthe structure
planning process of the 1970s. Nonetheless, the idea of choice is a
reasonable one which is readily grasped by people. Here we can have
recourse to the epistemological consequences of realism. For realiststhe
world speaks to us. Resonance of scientific description with the way
people themselves understand the world, an understanding absolutely
necessary for survival init, becausethat iswhat theworldislike, isat | east
abasisfor beginningto act.
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All this begins to sound rather like a programme developed by John
Suart Mill but there are worse starting points, both for scientific
understanding and for the devel opment of an informed programmefor the
encouragement of active citizenship. On the sound basis that one should
practicewhat one preaches| am goingto start rolling again theprogramme
of themost stimulating adult education group | have ever had the privilege
of being involved with, Tyne-Wear 2000. Withlessthantwoyearstogoto
the millennium, seriousdebate about the possibleforms of our futuresand
thekind of actionswe need to take to get the one which most peoplewant,
seemsto berather timely.
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CONCLUSION

The growth and development of the social sciences in the UK higher
education system has not simply paralleled the growth in that system asa
whole. On the contrary there has been a massive absolute and relative
expansion in student numbers, departments and even ‘disciplines’ and
‘fields’. Thisexpansion has occurred during my adult life and for most of
the period | have been working as either or both teacher and researcher in
social science. Fortuitously, genuinely contingently, | took afirst degreein
sociology and social administration because that was what was available
at the university which | had entered asamedical student and it was much
easier to change courses within my university than to change to another
university altogether. There was nothing contingent about the sociology.
Assoon as| was made awarethat it was possibleto study suchathingina
world availableto me, | wantedto doiit.

The contingency was the social administration. The course | entered
had previously beenonein‘ social studies' geared absolutely totheturning
of middle-class young women who were a cut above nursing and a cut
below medicine, into social workers. The ‘social administration’ was a
continuing genuflection in this direction. At the time | bitterly resented
this. | really wanted to do ajoint honours degreein politics and sociology,
and to all intents and purposes | did, by careful choice of options. Social
administration was something | had to do —likeit or lump it. Well, along
with the compulsory statistics—which | took willingly because | had far
more of a mathematical background than any of my fellow students and
could easily get high marks — it has been the compulsory social
administration which has shaped my working life.

The effect of having a joint degree in sociology and social
administrationisthat you can never really be happy withtheideaof social
scienceasacontemplative exercise. The knowledge hasto be of someuse.
Asan undergraduate in the 1960s, of course, | was made very well aware
of the political form and relevance of knowledge, but in those pre-
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postmodernist dayswe used to say ‘ knowledgeispower’ and meanitinan
implicitly realist sense. When, just five years after getting my first degree,
| wasworking asaresearcherincommunity development, | knew very well
that knowledge was power. The two most useful things we did as
community workers in North Shields were first to replicate the
organisational forms of the labour movement around issues of social
reproduction (anecessary re-invention of thewheel if ever therewasone)
and second, systematically to research the immediate local history and
contemporary context of the issues which people in the ‘action groups
wanted to know about and felt wererelevant to their lives.

Wefound thingsout by acombination of documentary-based historical
researchinto thevery recent past and survey researchonalargescale. And
what we found out was what was really going on. Of course there was no
necessary and simple pattern to what was going on. Outcomes were a
product of actions—we were dealing with a dynamic and changing social
system, one experiencing the first pangs of the dreadful process of
deindustrialisation which has so immiserated so many people, in resource
termsand far morein cultural terms (see Byrne 1989 for alater reflection
on this). We saw that the system was one which had possible trgjectories.
We certainly worked locally and together with local people succeeded in
achieving some better outcomes on a small scale, although most of our
joint effortswerereally amatter of pissing to windwardsin theface of the
globall gale of industrial and consequent social destruction.

What we were doing was ‘action research’. The content of this
expression hasawaysfascinated me. | wroteaMaster’ sdissertation onthe
processin 1970, arguing that action research was exactly the programme
by which social scientists should engage in the world. When | became an
action researcher 1 had to confront people who really believe that
controlled experimental designs were the proper basis for applied social
research. Fortunately they were generally alot lessnumeratethan | was so
they weren't too hard to see off, although the myth of the experiment keeps
coming back in applied policy research. Our programme was always
reflexive. We fed back as we went along and evaluated through the
generation of ahistorical account.

The point of this potted biography isto emphasi se that the reason the
chaos/complexity programmeis so attractive to meisbecause| see social
science as a way of informing our approaches to changing the world —
absolute and unregenerate progressive modernism.2 And yet in thetime |
have been in the game that has become a very unfashionable view. In part
thisisto do with the death of positivism, although asa 1960sradical with
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avery good grounding in historical materialism that death isnot mourned
by me. What died with positivism —to mix metaphorsthe baby thrown out
withthe bath water —wasthe notion that there wasany method of grasping
the character of the dynamics of social systems in a way which might
inform the character of socia action for change.

For methebigthing about all thestuff dealt withinthisbook istheclear
messageit deliverstotheeffect that thedaysof pessimism, pretentiousness
and plainboneidlenessaredone. Intherest of thisconclusion | want to say
something about how and why they are done, beginning with an emphatic
endorsement of the message Prigogine wrote into the report of the
Gulbenkian Committee on the restructuring of the social sciences (1996)
and going on to say something more about the future trajectory of applied
social science asasocial practice for adultswith brainsin their heads.

Postgraduaterevolution?

We come from apast of conflicting certitudes, be they related to
science, ethics or social systems, to a present of considerable
questioning, including questioning about theintrinsic possibility
of certainties. Perhaps we are witnessing the end of a type of
rationality that isnolonger appropriateto our time. Theaccentwe
cal for is one placed on the complex, the temporal and the
unstable, which corresponds today to a trans-disciplinary
movement gaining in vigor. Thisis not by any means a call to
abandon the concept of substantive rationality. . . . The project
which remains central to both the students of human socia life
andto the natural scientistsistheintelligibility of theworld.
(Gulbenkian Commission 1996: 79)

The implications of what the Gulbenkian Commission describes as the
explosion of ‘the long-smmering discontents with Newtonian
assumptionsin the natural sciences' (1996: 60) are profound. They really
do seem to me to mean that the notion of separate and distinct fields of
sciencenolonger hasany validity asanintellectual position and should not
serve as the basis for academic organisation. The distinction between the
nomothetic and the ideographic, between the quantitative and the
qualitative3 does not matter any more.

It would have been almost inconceivable even ten years ago to suggest
that it is not only possible, but desirable, and even perhaps essential for
universities to consider the mounting of a common core course for all
doctoral studentsin sciences of al kinds—in al the fieldswhichin Slav
languages would be prefaced by the term Nauk. In practice it is hard
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enough to mount acommon core coursefor socia scientists. Certainly the
UK Economic and Social Research Council guidelines for postgraduate
training continue to demonstrate only too clearly the role of disciplinary
territorialism in the definition of the appropriate base of postgraduate
study. And yet | am arguing that such a programme is exactly what is
required.

There are weak and strong versions of this argument. Even the weak
version is likely to provoke a good deal of resistance from two quarters,
allied onthegood tactical principlethat my enemy’senemy ismy friendif
on no other conceivable basis. Reductionists, including thosein the social
sciences attached to the reductionist programme of rational choice theory
and related approaches, are likely to make common cause with absolute
relativistsin the postmodern camp, against any argument that the ‘ chaos/
complexity’ programme is even generaly interesting as a topic for
consideration. Synthesis is frequently anathema to both thesis and
antithesis. The most sensible response to this is inductively founded. If
natural and social scientists, and othersinthe* human sciences’ beyondthe
social sciencesasnormally delimited, areusingacommonvocabulary and
talking about thingsin the same sort of way, then something interesting is
going on. | want to go further.

In an interesting think piece on simulation Halfpenny (1997) argues
that unless simulators are prepared to argue that the mechanisms
represented by the algorithms represent real generative mechanisms, then
they arereally not engaged in realist projectsbut are actually confined to:

conventionalism, which makes no claim as to real existents. It
merely maintains that its formulae provide a convenient way of
calculating one set of observations from another, without any
claim that they represent the way the world works.

(Halfpenny 1997: para. 5.5)

But, if we accept that the description of the character of far fromequilibric
systems does constitute ageneral covering law of type, that heterologous
anal ogieshold becausethe generative mechanismsare of the samegeneral
form, then we do indeed arguethat ‘ thisistheway theworld works'.

That isthe strong programme of ‘ chaos/complexity’ asdevelopedina
realist frame. Reed and Harvey inthearticlesand chapterscitedin thistext
have pointed us in this direction and they are absolutely right in the
indication they have given. My argument is that postgraduate students
must study these thingsin a generic way because if they don’t then much
of what they aredoing will beawaste of time. Somy firstlooseendinthis
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conclusion would beto promote astrong programme. Every PhD student
ineverything should get to gripswith the ‘ chaos/compl exity’ programme,
not for reasons of fashion or even legitimate career building but because
thisisthe way the world works and we need to understand that.

Applied social science

Let me turn to the idea of ‘applied social science'. This is a dirty and
dangerous expression in many academic circles—atruly bizarre situation
when we have been turning out massive numbers of social science
graduates from universities for three decadesin the UK and for far longer
in the US. Those disciplinary purists, particularly but not exclusively
located in sociology, who so didlikethevery ideaof application, ignorethe
existence of massive applied programmes of social sciencein the specific
educational and practice domains of business, health, social and
community work, education and planning/urban management. Inthe UK
there are probably now more soci ol ogi sts researching health issuesand/or
teaching coursesin health studies, a product of the central place of social
sciences in the development of nursing as a graduate profession, than in
any other field (perhaps than in all other fields put together), of the
discipline. However, even the most sociological of the journals covering
thisfield, Sociology of Health and IlIness, is set off on one side from the
mainstream of professional engagement and interest. Applied is dodgy
always.

It is just about academically respectable to engage in ‘strong
programmes’ in applied areas, to use the tools of disciplinesin order to
challenge the assumptions and socia locations of professionals and
managers. Interestingly the postmodernist version of such strong
programmesis of course confined to discourses, to language games as a
basis for power, without any real sense of the relations of such things to
socia structures, and in particular structures of inequality, the point made
so cogently by Mouzelis in the passage quoted in Chapter 2. Such
deconstructions can be very useful, the more useful the more they employ
notions of structure as well as the frames of discourse analysis. The
analysisof ‘knowledges does serveapurpose.

However, such strong programmes can be allowed to run away with
themselves. If social constructionism is taken to its extreme then we can
never conceive of any knowledgewhich might serveasabasi sfor coherent
and progressive socia action. All we can do is deconstruct. There are no
performers, only critics. Oh-hoh.
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A way out of thisdead-end is provided by aturn to Gramsci, that isto
Gramsci the thoughtful and analytical Western Marxist as he wrote
himself, not the re-interpreted and revised object of a certain strand in
cultural studies. Theinterestingidea Gramsci offersto usishisdistinction
between traditional and organic intellectuals. The analogy should be
obvious. Traditional intellectuals are contemplatives dealing with
knowledge for its own sake in the ingtitutions of knowledge, just as
contempl ative clergy dealt with God for hisown sakein theinstitutions of
prayer. Organic intellectuals are friars, not monks. They arein the world
for theworld. Their knowledgeisanal ogouswith pastoral theology. Itisto
be used.

What Gramsci wanted, of course, was organic intellectuals of the
prol etariat to stand against theorganicintellectual sof thebourgeoisie. This
wasnot amatter of knowledges constituted from one obviousmechanistic
rationality, the Engels-derived foundation of Leninism as political
practice. The concept isfar morefluid and local, but it is nonethelessreal .
If for Gramsci intheimportant expression* historical materialism’ wemust
alwaysinreal circumstancesplaceour emphasisontheabsol utespecificity
of the historical, that did not makethe historical any thelessreal.

My intention is to use the idea of organic intellectual activity as a
licence for specifying the way in which knowledge of systems and their
potentials, note: of whole systems including interactions and multiple
potentials, not of simplelaws and specific predictions, can be the basis of
applied socia science. This project will of course be socially located and
contextual but it will be connected with the real, with the way the world
works.

Anillustrationisin order. Let me pick up my current main substantive,
asopposed to methodol ogical, concern asasociol ogist workinginthefield
of social policy —theissue of social exclusion. It can readily be argued that
socia exclusionisasL eeputsit: ‘ endemic in the contemporary regime of
accumulation within Europe’ (1995: 1585). What is at issue is the
necessary character of that regime. We can pick thisup at two of the spatial
levelswhich were discussed in Chapter 5—that of bloc, whichisthelevel
of the determination of broad social and economic policy, and that of
locality, which is the level of operation of the specification of the use of
land for social objectives.

If we take the level of bloc then we find we are dealing with two
proposed attractor states. One is that of ‘the flexible labour market’ as
proposed by the market-oriented right represented in Europe by Blair,
following the exampl e of transformed antipodean L abour. Theother isthat
of the ‘social market economy’ as originally developed by German
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Christian Democracy but now commanding the support of both Christian
and Social Democrats. Of coursethere areimportant national distinctions
representing specific national histories, the level addressed by Esping-
Andersen’sidentification of ‘ welfareregimes', but the futuretrajectory of
the European bloc will be described by one or the other of the above
attractor forms.

In this context the nature and character of socia exclusion as an
attractor state for individuals, households and even neighbourhoods (as
systems nested within spatially more extensive containing systems)
matters a good deal. The neo-liberals argue that social exclusion is a
function of personal capacitiesor lack of them, that all that isneeded isan
active supply side labour market-oriented set of policies, welfare into
work, and then socia exclusion will be resolved by getting people into
employment.

Although the Christian Democratic approach does assert what L evitas
(1996) has described as the Durkheimian imperative of organic inclusion
throughwork, it alsoincludes arecognition that work per seisnot enough.
Indeed, work too can be excluding if it is grossy exploitative. Even the
organic intellectual s of the main agency of the states of global capitalism,
the Organisation for Economic Cooperation and Development (OECD),
haverecently recognisedthat work paid at arate bel ow thecost of thesocial
reproduction of the labour power employed might be better regarded as
conceal ed unemployment (OECD 1997). Another, older, way of looking
at it would beto regard it as absolute and immiserating expl oi tation.

Thereis more to this from a complexity viewpoint than the use of the
idea of attractors to describe the range of possible trajectories of Social
Europeasabloc. Applied social science hasarolein describing the actual
character of social exclusion as an experience. Such descriptions matter
precisely becausethereisareal way inwhich peopleliveand if it doesnot
correspond to the account which underpins supply side labour market
policiesthen we can know that such approacheswill not resolvethe issue
of social exclusion. We can identify what purposes such policy strategies
might actually be serving, in marked contrast to their rhetorical content.

There are two crucial and intrinsically inter-related issues about the
characteristics of the dynamics of socia exclusion. Thefirst isthe actual
relative scal e of exclusion as opposed to inclusion as a dynamic process,
scale here being understood in terms of the relative numbers of people/
households who are excluded as opposed to included. The other is the
actual character of the individual dynamics of exclusion as personal
trajectory.
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Theargumentswhich centre on labour preparation measuresasaroute
to employment are premised on the notions that exclusion is experienced
by a minority of individuals/households, and that the experience of
exclusion cannot bedescribed by atrajectory whichincludesexperience of
employment. Although social scientists (see Room 1995) are now well
aware that it is trajectories which matter, that exclusion is a dynamic
processrather than astati c condition, thosewho arguefor aflexiblelabour
market ignore the reality indicated by the fact that 40 per cent of all the
unemployed who find jobs become unempl oyed again within one year.

Of course, the above is simply an argument for a dynamic
understanding of social processes, and hardly an original one. Rowntree
waswriting about acycleof poverty at thebeginning of thiscentu,, Where

theimplicationsof the‘ chaos/complexity’ programmematterisinrelation
to the character and form of public policy. Supply side labour market
strategies address the issue of exclusion as if it were a property of
individual s—they commit anominalist fallacy. A systemic understanding
of exclusion argues that it is a system property which arises when key
social parameters, control parameters, pass crucial values. What is new
here is the language, not the understanding. The centrality of full
employment to the elimination of exclusion was very well expressed by
Beveridge. There is a clear systemic effect here which derives not from
some aggregation of theindividual sbut from system properties expressed
by levels of unemployment/labour market flexibility and ranges of
inequality. Thefirstisat least in part aproduct of policy initiativesrelating
totrade union and/or legally-based employment protection. Thesecond is
essentially aproduct of fiscal policies becauseit is post-tax incomes and
benefit levels which determine the extent of real social inequalities. Of
course, tax revenues also are the basis of public sector employment, both
intermsof volume and of relative remuneration.

Thedifferencesinpolicy strategies, which can herebeequated withthe
deliberate modification of control parameters for the socia system, are
what determine the outcome state of the social order. With relatively high
levels of redistribution through the maintenance of high levels of public
sector employment in ‘ de-commaodified production’ and/or high levels of
wage substitution benefits, coupled with relatively strong job protection
and labour market inflexibility, there will be a strong social market and
minimal experienceof social exclusion. Theabsenceof job protectionand
of fiscally-based redistribution createsapol arised and divided social order
(seeByrne 1997c, 1997d for adevel opment of thistheme).
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The macro level of bloc can be examined both by conceptual analogy
and by simulation modelling, in the latter process replacing the linear
models of traditional economic modelling with non-linear models and
iconic procedures. It will be particularly important to include afull range
of variables in the specification of the phase states which models are
intended to replicate asanal ogies. At last we might have that combination
of economic and social descriptionand, if not prediction, possibilities (the
emphasis on the plural is very important) which the social indicators
movement of the 1960s (see Booth 1988) hoped to achieve.

Planning and divided places

Themeso-level of regional and urban planningisof particular interest asa
locale of ‘applied socia science’ based on the ‘chaos/complexity’

programme. As Chapter 8 shows, planning theorists are already engaged
with theideasand with the use of model sbased upon them. | want to hurry
that process along for two reasons. The first is to do with the nature of
demonstration. Macro policies are usually medium term in relation to
implementation. When meso-level planning processes are in train, they
can have very rapid effects. However, given the way in which the actual

material construction processes (al too often absolutely literally)
concretisein space, then land use planning can set the basis of the spatial

aspectsof social lifefor alongtime ahead. Thingsarebuilt and stay there.

Of course, different social contexts can lead to a substantial modification
of the use of existing structures, and processes such as gentrification and
its opposite of downward filtration can redefine social space, even within
an existing constructed cityscape. However, planning doesmatter and itis
really necessary to catchit whenitisin motion.

Thislast point requires some expansion. Simple development control
in planning is a continuous process but the development and
implementation of large scal e strategic planning, even when the strategy
takestheform of anassertion of * non-planning’, isan episodic processwith
the consequencesof eachround havinglong term effects. Inthe UK weare
just at the end of the planning regime introduced by the Toriesin the early
1980s in which a range of techniques and agencies, principally Urban
Development Corporations and Enterprise Zones, were used to allow
massive public subsidy to development outwith the demacratic control of
elected local government. Asit happens these things have done much less
damage than they might have because in general they got going on the
downdope of the property cycle, athough individual examples, like
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Gateshead's Metro Centre, have done very great damage to the retail and
transport systems of the city regionsinwhich they arelocated.

However, we may have a chance to do it differently now, so a bit of
thought is worthwhile. The UK planning regime since 1982 has been
primarily focused onthe achievement of physical devel opment, regardiess
of its social content or consequences. Given the present government’s
commitment to theresol ution of social exclusionasasocial issuewemight
envisageaplanning regimewhich placed that ascentral initsobjectiveset.
Heretheideasabout theuse of thedatastreams of governanceitself, raised
by Blackman in the material discussed in Chapter 8, become highly
relevant. For once atechnique adopted from the physical sciences may be
useful. We can employ the‘ near neighbour’ approach to explorethelikely
trajectory of the specific urban space for which we are planning. That is,
we can look at city regions which resemble the one with which we are
dealing and see what regresses we can construct for their trgjectories. Ina
very simpleway | have attempted to do thisin acomparison of the actual
impacts of deindustrialisation asit has happened in the UK metropolitan
counties of Tyneand Wear and South Yorkshire, inrelationto the potential
for deindustrialisation in the Katowice Vovoidship in Poland (see Byrne
1997d). Here those who come after may learn something from the
experiences of those who have gone before. What planning strategies
might createasocially sustainable city as opposed to one characterised by
extreme social polarisation?

What is being proposed here is applied and grounded iconographic
speculation—theuse of the* macro-scope’ of the computer bothtoidentify
historical dynamics of particular socio-spatial systems — with models of
how such systemsmight have been different at thispoint in time—coupled
withforward proj ectionsusing thewholerepertoire of ‘ chaos/complexity’
tools. This is a new kind of ‘social engineering science’, a rational
programme not of assertion based on absolute prediction, but of social
action based on specification of the multiple but not limitless range of
urban options.

The discussion thus far has emphasised the use of quantitative tools,
evenif theseareto beusedinanexploratory way and evenif theresultsare
often pictorial/graphic/iconic representations rather than exact numerical
expressions and totals. It seems appropriate here to speculate about the
potential of structured qualitative toolsas part of thekit of urban planning
asaprocess. | am thinking here of the use of computer-based qualitative
analytical techniques as a way of ordering and interpreting both
documentary/oral history and the results of contemporary participative
processes — not so much focus groups as mutiplicities of citizens
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meetings. Thehistorical processisinherently dynamic andwe canachieve
regressivehistoriesof itscomplex tragj ectories, especially theway inwhich
local social times cometo bifurcation points.

However, the convergence of quantitative and qualitative goesbeyond
this important tool-based common ‘macroscopic view'. We have the
possibility of qualitative representations of aternative futures. Here the
qualitative representation can be both literary and pictorial. Indeed, we
might turn to that newish exemplar of popular culture, the graphic novel,
in which science fiction is aready making use of the ideas of ‘chaos/
complexity’ asafoundation for itsways of representing futures (againthe
crucial emphasisisontheplural).

Conclusion

So, to conclude the conclusion: this book endswith the proposal of anew
complex-based socia engineering in which rational knowledge informs
social action but cannot determine it because agency, let us hope the
collective agency of free citizens — the proper actors of democratic
modernity, is the perturbative force which chooses (no need for inverted
commas here) the future that will be from the range of possibilities that
might be. In this process applied social science matters because it isthe
foundation of the description of what those possibilities might be, which
description isbased on an understanding of how thingsbecame asthey are
(processes of regress) and simulation of how they might be in the future.
Asl writethislain M. Banks ‘Culture’ comesto mindimmediately. Well,
that is perhaps where complex ‘ general systems’ might take us—adecent
sort of utopiaafter all.
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Attractors The idea of attractor isintroduced in the entry here dealing
with * phase/state/condition space’ . I n the devel opment of adynamical
system over timewe have attractorsif the system’strajectory doesnot
move through al the possible parts of an n+1 (the +1 representing
time) state space, but instead occupies a restricted part of it. The
simplest form of attractor isapoint. In some simple physical systems
such as the swinging of an unforced pendulum under gravity, the
ultimate steady state of the object istill at apoint. Everything reaches
an equilibrium and staysthere. In other systemsthe condition changing
over time does so by passing through arange of valueswithinlimitsin
an exact and ordered way. A frictionless pendulum swinging in a
vacuumisan exact example. If weknow the starting conditionsand the
time since starting we know the exact position of the pendulum. The
trajectory of such a system constitutes alimit cycle attractor.

Both the above are simple attractors. For systemswhich have point
or limit cycleattractorsit ispossibleto have alinear description and to
predict a future state on the basis of the knowledge of the present
condition of the system and of this linear description or dynamic.
However, there is a development of the idea of limitsin which exact
prediction of future state is not possible. A domestic central heating
system provides a good example. The negative feedback control
exercised by the thermostat switches the system on if ambient
temperature drops below a set level and off if it rises above it. The
condition of the system varies between these upper and lower limits
but never crosses beyond them. However, we cannot predict the exact
temperature at any point intime other than saying that it will be between
theselimits. Thethermostat doesnot * bother’” about temperatureswithin
the boundaries set for it. Contingent factorslike open windows, numbers
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of peoplein aroom, the heating effect of a personal computer, can al
move the temperature anywherein between thelimitsbut only cause a
feedback regulation if the limit is reached. There is no regular cycle
through possible values aswasthe case for our ideal pendulum. If we
map out the trgjectory of a system such as this through time we find
that when we have lots of measurements (aswe might if we measured
the temperature of a centrally heated room every minute for amonth
with external temperature providing abackground level and a second
dimension, and time a third) the path will look rather like a raggy
doughnut. Mathematically thisfigureiscalled atorus. Thisbehaviour
ischaracteristic of systemsgoverned by negative feedback. We cannot
say exactly where within the boundariesthe system will be, but it will
be somewherewithin thoselimits. If apoint attractor isamathematical
model for an equilibric system, then atorus is a model for a system
close to equilibrium in which departures from equilibrium are
constrained within limits.

Let us take the example of the temperature of a room further by
considering thetypica English dwelling equipped with central heating
but not air conditioning. For most of a typical English year the
temperature of theroom will be governed by the actions of the central
heating system. However, suppose there is a heatwave — we do have
them and may have moreif theworld climate is changing. Then when
the temperature rises above the upper limit for the thermostat, the
central heating switches off, but the temperature goes on rising
regardiess. The limits are broken and another set of temperatures
become possible. External heating, in the form of the weather system,
renders the central heating irrelevant. There is akind of budding off
from the torus which establishes a new domain for the trajectory. We
have a change in character, a phase shift. The pattern of temperatures
in the room now is quite different. Here we have two domains of
temperature and which onetheroomisinisaffected by asmall change.
Thisisasort of very simple example of abutterfly or L orenz attractor.
We have moved beyond simple to strange attractors.

Bifurcation Systems which have a chaotic dynamic develop through a
pattern of bifurcations. Feigenbaum’s number describes the scaling
ratio, i.e. the ratio of the differences between successive values of a
parameter, changesin which determine the pattern of bifurcations. As
this pattern progresses mathematically it takes smaller and smaller
changes in the parameter to induce a bifurcation. This ratio seemsto
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be a universal mathematical constant. Stewart (1997) providesavery
clear discussion of thisin mathematical terms. What may be of more
immediateinterest to socia scientistsistheactual changein parameters
required at the beginning of a cascade of bifurcations. In the equation
of alogistic map x—»kx(1-x) when k is 3 atwo cycle occurs, the first
bifurcation. At 3.5 the period changesto 4 and so on. If wethink of k as
the control parameter of asystem, thenwearelikely to beinterestedin
changes in it which will produce bifurcations. Note that at the
bifurcation point very small differences in control parameter values
determine which path the system will follow.

Catastr ophic change/chaotic change/complex changeWhat al theseterms
have in common is that small changes produce big and non-linear
outcomes — the last straw breaks the camel’s back. That is a good
exampl e of acatastrophic change. A small addition to load changesthe
whole status of the camel from standing and functional to broken-
backed and down. One state is replaced by another through a non-
linear transformation which isnonetheless singular. Thereisonly one
new state possible. Chaotic transformations are not really about states
or steady conditions. Rather they are about trajectories, about the
dynamic development of systems. The connection is the idea of
bifur cation which describesthe devel opment of very different system
trajectories in consequence of very small variations in the values of
initial conditions. The usual form of chaotic attractor which is most
described isthe Lorenz or butterfly attractor. Here the system will end
up as it were within one or another torus style region but we don’t
know which. Complexity whichisnot really amathematical concept at
all inthissense, describestransformationswhich involvethe emergence
of new system properties. Complexity is a scientific and inductive
idea. It dealswith the discovery of theimmanent properties of systems
asthese devel op through time. However, thereisamathematical aspect
to complexity. The domain of complexity ‘ between order and chaos'
can be considered to be the beginning part of abifurcation cascadein
which large changesin parameter valuesarerequired for abifurcation,
and therange of possible states, whilst greater than one, istill limited.
Casti (1994) and Stewart (1997) both deal with these topicsin aclear
way.

Cluster sClustersare the product of numerical taxonomy procedures. They
are types, qualitative sets, which ‘emerge’ from the application of
computation to large multi-variate data sets. Of coursethe clusterswe
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get depend on what we are looking for, what measurements we have
made to begin with, and which of these measured variates we use as
classificatory principles. | regard the choosing here as essentially a
qualitative version of inductive probability. We pick on the basis of
pre-existing knowledge. | wasvery struck by the pictorial resemblance
between graphical representations of clusters and graphical
representations of strange attractors. Likewiseacluster fusion diagram
looks exactly like a bifurcation diagram in appearance. The iconic
resemblance seemsto meto indicate an ontological similarity. Inthis
text clusters are seen as a possible way to operationalise attractors
using quantitative tools for a qualitative purpose.

Control parameter (s) Whenweexaminereal dynamical systemswe often
find that their trajectories are governed by particular variable aspects
of them rather than by all aspects of them. Note that we are not
necessarily dealing with single variables. Rather we may be dealing
with several variables and with theinteractions among them. However,
we are very likely to be able to describe the actual development of a
system’strajectory through state space in terms of the effects of a set
smaller than that which is used in constructing the state space. The
variable(s) inthisset are control parameters. Itislikely in systemswith
a complex determinant form that changes in the values of control
parameterswill produce non-linear changesin the system’strajectory
which may involveeither catastrophic or chaotic transformations. One
implication of the existence of control parameters is that strange
attractors may have dimensions less than that of the state space, and
that thisdimensionality may befractal.

Deter minist A dynamicisdeterminist if knowledge of it and of theinitial
state of a system is all we need to know to predict the future of the
system. Notethat thisisamatter of in principle. In chaotic determinism
we cannot know theinitial state of the system with sufficient precision
to predict its future trajectory.

Dynamic The formal mathematical equation which describes how
something changes over time. We are most familiar with Newtonian
dynamics which describe the linear changes of position of objectsin
space over time. Given a description of initial conditions and the
dynamic we can predict futures in a linear system. The term is
generalisableto al rulesfor development through time, including non-
linear devel opments in the condition of whole systems as opposed to
simple objects. A system whose development through time can be
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described by a dynamic is a dynamical system. The tent map and
logistic map are two quite simple looking equations which are non-
linear inthat very small changesin the values of parametersdescribing
initial conditions produce qualitatively different outcomes in the
dynamical development of systems described by them (see Peak and
Frame 1994 for a devel oped discussion of thistopic).

Feedback Feedback describes the consequences of change in a system.
Self-governing systems characteristically contain negative feedback.
Boundary testing behaviour |eads to adamping back. The thermostat
in a central heating system is a negative feedback device, as is the
weighted governor attached to revolving shafts. In the latter case, as
the shaft revolves faster the governor sticks out, exercising a
countervailing centrifugal force. Plainly the functionalist account of
social orders depends on the existence of negative feedback systems,
usually considered to centre on agencies enforcing social norms, which
are analogous to the biological negative feedback in an organism.
Positive feedback occurswhen achange tendency isreinforced rather
than damped. Howl in a microphone/speaker system is an example.
Here the noise of the speaker is picked up by the microphone, which
amplifiesit, broadcast through the speaker, amplified again, and so on.
The multiplier and accelerator effects in the Keynesian account of
economic cycles are good social examples of positive feedback. The
significance of positivefeedback isthat itisnot ‘ boundary defending’
but is likely to lead to boundary breaking and transition to a new
phase state.

Fractal Fractals are important in chaos theory. Essentially afractal isan
object which has adimensionality which is not awhole number —itis
fractional, hence fractal. This is best understood by thinking about
how good something is at filling up agiven dimensionality. Clearly a
plane completdy fillsup two dimensionsand alinedoesn’t. A coastline,
whose length depends on the scale at which we choose to measure it,
isbetter at filling up two dimensionsthan atrue straight line. Thereare
many interesting aspects to fractals but there are two which matter
here. Firgt, strange attractors can have fractal dimensionality withina
state space which by definition hasadimensionality whichisawhole
number. Indeed, looking for thisfractional dimensionality is oneway
of establishing the existence of chaotic determination. Second, fractals
tend to be self-similar. In other words they |ook the same at whatever
scale they are examined. Again a coastline illustrates the point. If we
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look at aportion of it drawnonalto 5 million map, 1 to 50,000 map, 1
to 1, or even scaled up at 50,000 to 1, wefind the same sort of wriggly
line. Mandel brot devel oped the theory of fractals and his Mandelbrot
set isone of the best-known examples. Self-similarity isan important
property whenever we are dealing with space.

I nteraction In strict termsthekind of interaction we areinterested in occurs
whenwhat physical scientistscall superposition breaks down. In other
words the effect of two or more variable causes acting together is not
simply the sum of their effects taken separately. Instead we find that
there are complex emergent properties. The relationship among the
variables alterstheir causal propensities. This gelsvery well with the
theory of complex and contingent causeswhichisthe core of Bhaskar's
realism. Interaction in data setsis not anuisance. It isthe mark of the
obdurate complexity of theworld.

Isomorphism This term applies at the point where ontology and
epistemnol ogy meet in practicein any scientific description of theworld,
although it is most usually applied in relation to quantitative
description. A description and the world are isomorphic when the
elements of the description correspond to entitiesin therea world and
when the rules describing the relationships among elements in the
description correspond to the actual relationships among entities in
thereal world. The quantitative consi deration of isomorphism depends
on the transformation of uninterpreted into interpreted axiomatic
systems. Abstract mathematical systemsinwhichthetermsin equations
have no meaning outside the mathematical system are ‘ uninterpreted
axiomatic systems'. When the terms in the equations are considered
to describe real entities and the relationships among them, then the
systemisinterpreted and isonly valid if the abstract mathematics are
isomorphic with reality. Usually this sort of discussionisconductedin
relation to measurements at the ratio scale level and the generation of
law like rulestaking the form of equations, but it isequally applicable
to simple typology generation and the representation of reality, not
through equations, but through geometrical depiction.

Phase space/state space/condition space Thesethreetermsare synonyms.
Probably the best usage is ‘state space’ because that conveys the
idea of the whole state of the system. We can describe this state in
multi-variate terms. That is, we can measure any meaningful set of
aspects of the system. Each of these variabl e aspects can be considered
as adimension in amulti-dimensional space. If there are n variables
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there will be n dimensions. The state of the system at any instant can
then be described by its co-ordinatesin this n dimensional space with
the measured value for each variable aspect being the co-ordinate for
that dimension. If we think about the conventional variable/case
rectangular matrix which is the general product of a survey, then we
can see the columns which are variables as the dimensions of a state
space and the rowswhich represent variable valuesfor single cases as
each being a set of co-ordinates in state space.

In dynamic treatments we introduce the additional dimension of
timeand we consider changesin the system’s co-ordinates as measured
through time. The path constituted by successive positions in the
multi-dimensional spaceisthetrajectory of the system. A very simple
example of state space is provided by considering the relationships
between ameasure of voting behaviour and income category with the
system being the individual voter. We should easily be able to see
how this could be represented as atwo dimensional table. If we have
access to longitudinally-ordered data we can plot this relationship at
successive time points, perhaps in the UK at successive general
elections. In abstract terms we could expect to find the path of the
trgj ectory moving anywhere within the possible n+1 dimensional state
space which is described by the n descriptive variables (here two,
voting behaviour and incomelevel) and time. When trajectoriesdon’t
dothis, wheninstead they occupy only restricted partsof theavailable
condition space, we have ‘attractors’. Note that | have deliberately
selected two variables which are at best ordina (voting behaviour
ordered from left to right) rather than continuous. Socia scientists
used to the analysis of contingency tables should be able to visualise
the condition space here as a cube of cellswith some being quite full
and others empty or nearly so. Thefull cellsare the attractor states. It
isvery important to note that what isinvolved hereis not the use of a
contingency tableto infer the properties of theworld from asample of
it. Instead, we are looking at the contingency table as a graphical
representation of the way the world is through time. The example |
have suggested is a typical socia science one. Whereas the typical
example of the physical sciences involves the plotting of many time
points for a single case, we are plotting a few time points for many
cases. It should be noted that the physical sciences also have theidea
of many casesin their use of the term ‘ensemble’ to describe not one
but many systems which belong to the same general group.
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Qualitative Ernest Rutherford once said (according to Stewart 1997: 205)
‘Qualitative is poor quantitative’ . Thisis very much the same sort of
thinking asinformed Karl Pearson’sidea of tetrachoric correlationin
trying to deal with the inheritance of absolute genetic characteristics
like blood group. For us, qualitative differences are differences of
category. In measurement terms they are differences at the nominal
level. Non-linearity and theissue of interaction/failure of superposition
meansthat for much of reality we can tell Rutherford that quantitative
is merely qualitative which has not yet become qualitative.

Random In any system where thereisrandomnessthereisan inability to
predict, regardless of the degree to which we are able to establish the
initial condition of the system. An example of mathematical randomness
isthe decimal expansion of Pi where knowledge of any run of numbers
givesusno basisfor predicting any future run of numbers. An example
of physical randomnessis provided by the direction of an Alphaparticle
in radioactive decay. In terms of information theory something which
is random cannot be described other than by reproducing it in its
entirety. We haveto be careful to distinguish randomness asaproperty
of asystem from randomnesswith regard to elements contained within
thesystem. Thetypical discussion of randomnessin the social sciences
relates to statistical inference. We attach probabilities to statements
because they are based on small samples of large universes rather
than on the whole universes and are able to do so because the samples
wererandomly drawn, i.e. drawn in such away that all samples of the
size selected had an equal chance of being selected. Randomness
must be distinguished from contingency. Theformer termisdescriptive
of indeterminacy. Thelatter does not imply indeterminacy but rather a
specific history of determination among the many possible histories
which might have occurred. Gould discusses exactly thispoint (1991).

Srangeattractor Therearetwo descriptions of strange attractors. Oneis
mathematical. A strange attractor is a domain in a condition space
which hasafractal dimensionality, although some self-similar fractals
may actually have whole number dimensions (for example the
Mandelbrot set hasadimensionality of two). However, for our purposes
in science it is more important to concentrate on the way in which
strange attractors describe domains of uncertainty. In the case of a
torus, which is sometimes described in the literature as a strange
attractor and sometimes not so classified, the uncertainty is within a
set of boundaries. We can see this asamodel of a self-regulating and
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bounding system. For higher order attractors there is indeterminacy
within boundaries, but a so more than one possible set of boundaries.
The two wings of the ‘butterfly attractor’ (Lorenz attractor) can be
thought of in this way. There isindeterminacy within them. Thereis
also the non-linear transformation in which very small changes in
control parameters (including theinteractions among them) determine
which of the two bounded sets the system will be moving through.
The term *butterfly’ is a description of the appearance of the two
dimensional graphic representation of thethree or higher dimensional
form of thisattractor.
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INTRODUCTION

It would be absolutely wrong to speak of higher and lower levelshere.

Brunner’s book is complex in form in that it is explicitly modelled on Dos
Passos’ multi-interwoven strand U SA —another resonance.

1UNDERSTANDING THE COMPLEX

Theuseof theterm ' chaos hasbecomeunpopul ar with many mathematicians
and‘scientists', largely it seemsbecausetheideashaveresonated withamuch
wider public which is not confined to their own particular part of academia.
They tend to prefer theterm * dynamists'. Inthisbook this pomposity will not
be indulged. ‘Chaos’ will be used to describe the scientific ideas, with
‘science’ heremeaning all forms of organised knowledge about redlity, and |
will follow Hayles(1991) in using theterm ‘ chaotics' for cultural resonances
of anon-causal kind.

Althoughwe should note Price’ s pertinent warning to the effect that: * General
systemstheory focusesonthetotality rather than itsconstituent parts. Thus, it
adheres to holism in the conventional sense of the word. Complexity theory
views this type of holism as just as problematic as the reductionism it
nominally opposes — the conventional theory holism is reductionism to the
whole. Holism typically overlooks the interactions and the organization,
whereas complexity theory paysattention to them’ (1997: 10).

But note Price's warning as quoted above. We are dealing with complex
holism, not reduction to thewhol e.

Lovelock, who does accept the holistic implications of his position, isfar too
polite (1995b: x) about those who dismiss holistic thinkers like himself as
‘very stupid peopl€e’ and cling to thereductionist faith of their kind of science,
intheface of redlity asit really is. Such accusations should be returned with
interest.

See Littell The Misiting Professor (1993) for an entertaining fictional
exposition of the difference between chaos and randomness.
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The distinction is not absolute in terms of content. Kauffman's approach is
rather closeto Prigogine's, although thelatter getsonly the most peripheral of
citationsin Kauffman'skey text (1995).

Using the notation conventional in social statisticstexts.
Correlationisnot causation, of course.
Whichitisn't: see Chapter 3 for some rude remarks about experiments.

| would describe it as an intellectual anti-programme. It isintellectual and it
leadstoinactivity.

Oral testimony hasinformed methat navigatorswereissued with 5-inch slide
rulesin order to carry out thisjob. If they wanted theincreased accuracy of a
10-inch sliderulethey had to buy their own. Somehow, | believethis.

The word ‘determine’ requires very careful consideration. Williams (1980)
consideredthat it should alwaysbe consideredin social scienceasreferringto
the setting of limits. That resonance booms.

The use of the word ‘chooses’ lays this account open to the charge of
‘teleology’ . Where conscious human action is involved | have no problem
with this, but thereisasubstantive general issueand the use of ‘ chooses' here
doesnot imply that some general or divinewill isat work.

See Gleick (1987) for agood exposition of theseideas.

Of course, human activities in promoting global warming may be
engendering yet another attractor state, but since the only available model is
abiotic Venus, | amrelying on Gaiato sort usout beforewe get to that stage. It
should be noted that attempts at planetary engineering designed to reduce
globa warming, for examplethe seeding of marine desertswithironin order
to promote algal growth, the capture of carbon dioxide by algae, and hence a
reduction in greenhouse gases, may in a chaotic system, have the effect of
startingan lce Age.

Haylesisworth quoting here. Sheremarks: ‘ Weissart arrivesat an insight that
| think deservesto be underscored. He points out that a phase space mapping
is essentially a spatialization of a system’s tempora flow. Thus complex
evolutions through time are transformed into complex physical shapes that
can be intuitively appreciated. | emphasise the intuitive [original emphasis]
aspect of thisknowledge (asdoes Wei ssart) becausetheformsare so complex
that they never resolveinto completely ordered structures. No matter how fine
theresolution, some chaotic or “fuzzy” areasalwaysremain’ (1991: 27).

Ruelle (1991: Chapter 10) offersarelatively pain-free mathematical guideto
doing this.

Simone Weil reminds usthat in Greek thought acrucia role of the godswas
the setting of limits.

Plato’s conception of the existence of idea forms, of which redlity is but a
shadow, is best illustrated by the myth of the cave in The Republic. Thom's
(1975, 1983) position is essentially Platonic in form. Turner (1997) in his
fascinating discussion of attractors expresses what seems to me a very
Platonist view of them.

Thistermisdueto Reed and Harvey.
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2THEREALITY OF THE COMPLEX

My argument that ‘ predictive choice’ is possible goes considerably beyond
the ‘ soft foundationalism’ asserted by Khalil (1996) but is not equivalent to
the positivist conception of acovering law. It issomething different.

Themodernist programmein science cannot be reduced to positivism. Thisis
particularly evident in relation to the development of epidemiologically-
founded publichealth, butiscentral tothe corecontent of evol utionary theory,
especially as expressed by Wallace.

An Anglicisation of a Gaglic expression meaning ‘the cap of death’. In my
vernacular it means put a stop to. Another way of making the point would be
to suggest that complexity theory will knock postmodernism on the head.

His reference to the amateur character of such endeavours in sociology is
diversionary. It isvery much thetask of any group of scientiststo sort out the
metatheoretical basisof their programme, precisely becausethisisessentially
an inductive process based on areflexive consideration of the nature of their
own practices. Thelast sort of peopletowhomthistask should beassigned are
deductively inclined philosophers.

The recent efforts at the development of ‘ evidence-based medicine’ seemto
be informed by this perspective, athough it is certainly possibleto conceive
of an evidence-based medicinewhichisnot positivist. Essentially, positivism
emerges in a methodological programme centring on the experiment as the
vaid method. Far from this being true, the non-linear character of reality
means that the range of phenomena which can be accessed by experimental
approachesis, whilst not trivial, strictly limited. Those limits may be being
reached.

Thereisaninterestingillustration of thisintheexperienceof the Arab seamen
imported into Tyneside as fireman trimmers. These exceptionaly fit and
tough young men (just think about the job they were actually doing) had an
annual mortality rate of 6 per cent from TB, threetimesthat of peoplebrought
up on Tyneside. Aswas recognised by the medical officer of health in South
Shields at the time, the reason for this was that they had not been exposed to
TBintheir childhoodinrura Yemen and were particularly vulnerabletoitin
young adult life.

Thepresent author, whois Tynesidelrish, wasexposed to an activecaseof TB
at school in the 1960s. | manifested an extreme reaction on the Heaf test,
showing the presence of antibodies to TB in my blood, but had no clinical
signs of the disease whatsoever. The chest physician who established this
cheerfully commentedthat as| belonged to ageneration fed on steak and chips
and living in good housing, and as moreover my parents (both of whom had
siblingswho died in adult life of TB), had never had the disease, thiswas not
surprising. | had ‘been bred for resistance, was housed like a racehorse and
wasfed like afighting cock’ (adirect quotation which | have not forgotten).
That is complex and contingent causation. | would only add that there was a
definite contingency to the emergence of TB death rates as empirical. That
happened only with the devel opment of systematic social statistics, of which
morein the next chapter.
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It is important to note that the argument is with Gould's emphasis on
contingency inthisbook. Inan article published at the sametime and cited by
Harvey and Reed (1994) he explicitly associates his account of punctuated
equilibria with Prigogine's account of bifurcation (Gould 1988) and his
enthusiastic endorsement of Kauffman’swork isalso significant. | amtaking
issue with the earlier position for purely heuristic reasons because Gould
writes so clearly that he provides asuperb basisfor constructive argument.

| must have used this quotation more than twenty times. The constant
repetition isanindication of sincere agreement, even more sincere now that |
have complexity theory to validateit asan account of the nature of reality.
That said, the nature of the current debate between proponents of the social
construction of scienceand itspositivist and reductioni st defendersresembles
nothing so much astheimageof two bald men fighting over acomb, suggested
by Borges as adescription of the Falklands War.

| havetaken thisexamplebecause Graham, for apostmodernist, writesclearly
and expresses the ideas coherently. Indeed, her work is substantively
interesting and in the example chosen | would agree absolutely with the
conclusions she draws about the role of regulation theory in relation to
economic development practices, whilst rejecting absolutely the way she
takesin arriving at these conclusions.

Of course, one of the crucial elements of the postmodernist programme is
precisely therejection of the notion of any progressor development in human
history.

Priceisvery good on thisissue. Heremarks: ‘ The complexity view is, inits
most general articul ation, that modern sociol ogy (and all science) isinneed of
modification. By correcting inadequaciesin our scientific paradigm, we may
appropriately and fruitfully continue to do “science”. Foucault, on the other
hand, and typically postmodern in this regard, sees modern science as being
in need of problematization. Hisgoal isto show thefundamental, irreparable
shortcomingsand contingenciesin theconcept of human science. Complexity
offers covering laws; Foucault abhorstotalizations. Both viewsemerge from
different historical contexts and domain assumptions (1997: 4).

The gender neutral form of the Latinisappropriate here. Thereweredominae
as well as domini. The undeniable fact that reductionist science has under
specifichistorical and social conditionsgenerally been practised by men, does
not makeit inherently masculine.

Although it isan excellent description of geography’sdisciplinary trajectory
over the last twenty-odd years. That subject was dominated by a positivist
programme founded on a very linear version of quantitative reasoning,
becameprofoundly structuralist (and geographical versionsof realismremain
pretty structuralist), and has now turned to a postmodernist/poststructuralist
account in which the programme of general explanation in causal terms has
been essentially abandoned (see Byrne 1995b). It is always as well to
remember Weber’ sdictum that to be adequate, explanations must be adequate
at both thelevel of meaning and thelevel of cause.

| would argue contraaversion of modernism, not of modernismin toto. See
Chapter 6 below.
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Archer’srecent writings on realism and emergence (1996) gel well with this
account, although her dismissal of empiricism in general is not acceptable.
SeeByrne (1997c) for adiscussion.

3 COMPLEXITY AND THEQUANTITATIVE
PROGRAMME IN SOCIAL SCIENCE

Williamsisbeingfar too Platonist here. Statistical theory devel oped out of the
need to handle the quantitative information generated precisely by the
measurement movement he describes, and was moreover very much socially
constructed. See MacKenzie (1979).

Indeed there is another novel aspect to the application of formalised
mathematical systems to reality which is central to the development of the
chaos/complexity programme. That is the extent to which it derives from a
wholly novel experimental mathematics which was made possible by the
development of electronic computing. Feigenbaum’s series was established
exactly in thisway through an experimental mathematics using an electronic
calculator. Cohen and Stewart (1995) raise the problem of what we might do
with such an experimental mathematics in which formalised proof is
essentially irrelevant so long as relationships hold in calculable instances.
Given theimplications of Godel’swork, that might be all we can ever have.

In one of the most useful books so far published on the application of chaos/
complexity theory to the social sciences.

The term ‘qualitative’ here might be confusing. It does not mean
interpretative, directed towards adequacy at the level of meaning. Rather it
involves a shift from thinking in terms of the continuous character of
measurement into an account which argues for categorical changesin form.
Theideaisvery closetowhat Marx meant by ‘ transformation of quantity into
quality’.

Although the survey method s, rightly, described here associological, itisof
course the method through which al quantitative data of any significance
about thereal socia world areconstructed/collected, andisthereforethebasis
of any sort of inductive programmein economicsand political science.

Weber did demand adequacy at this level aswell as adequacy at thelevel of
meaning, if any sociological explanation wasto be adequate overall.

Attempts to get round this by procedures like structural equation modelling
seem to me not to resolve this problem at all and to represent merely an even
more extreme reification of the decidedly socially generated procedures of
factor analysisin whichthey are founded.

The problem of reification is that which stems from the possibility that our
concept does not correspond to any aspect of reality but is simply a socid
construct of our scientific procedures. Examplesare provided by many of the
terms of psychiatry — is there a disease entity of ‘sociopathy’ or simply a
concept reified by a classificatory procedure? Issues of operationalisation
might be consi dered to ari se when the concept does correspond to an aspect of
redlity and we move towards a set of measurement rules to produce a
quantified version of it.
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Measurement by fiat is measurement which simply assumesthe relationship
between the measured and the concept of interest.

Type Il or Beta errors are the representation in inferential reasoning of
Popper’s assertion that we can only falsify, never prove. They represent the
risk of accepting a false null hypothesis — the fallacy of affirming the
consequent.

The reliance of inference on formal hypothesis testing does mean that its
procedures correspond exactly to, and areindeed thetype of, the hypothetico-
deductive method. Thisdoes not mean that they are about causality, although
they may be used to test causal models and in such usage form the basis of
statistically grounded experimental designs. It should be noted that Baysian
methods retain hypothesis testing, athough the introduction of conditional
probabilitiesdoesintroduceanintensely subjectiveelementintheir approach.
Post Reimann we haveto accept that there isan infinity of possible algebras,
in that any axiomatic system which is not self-contradictory can be the basis
of analgebra.

Bartlett (1990) uses exactly this model to show how relatively small
perturbations can produce chaotic effects, merely by introducing a periodic
component representing seasonal effects.

Thisisoftenwrittenas‘wrest’ rather than ‘wring’ but | find thelatter imagery
more appropriate.

A good exampleis provided by the contrast between the steady incremental
but not dramatic or transformational experimentaly-founded in the
controlled trial form programme of chemotherapy for neoplasms affecting
children and young adults, and the dramatic and transformational effect of
antibioticswhich were not validated by aprogrammeof clinical trias.

This used to be called the Social Science Research Council but the word
‘science’ wasdropped at theinsistenceof the* cerebral’ Sir Keith Josephwhen
hewas Secretary of Statefor Education and Science, onthegroundsthat being
without a causal programme the social scienceswere not science. One of the
minor satisfactions of working through chaos/compl exity istherealisation of
what rubbish that assertion was.

See the discussion of this problem in relation to Mouzelis' arguments in
Chapter 2.

It should be noted that prediction here is not forward prediction. We cannot
establish ageneral law independent of a specific history. What wecandois
retrospectively model in mathemati cal termsthehistoriesof that set of women
who lived through the particular period. This is Gould's history, not the
establishment of aprospective predictiverule.

4 ANALY SING SOCIAL COMPLEXITY

In particular in the analysis of complex movements in what appear to be the
chaotic forms of financial markets, especially the movementsin derivatives.
One of these, the set of cluster analysis techniques, was developed by
biologists, but they developed it in order to handle ecological and other
descriptive data which described aspects of reality, not for the handling of
experimental results.
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Thiswasavery crude operationalisation of Pahl’s(1985) notionwhere‘work
rich’ meant more than one full-time equivalent employed person (part-time
counting as half), ‘work average’ meant exactly one full-time equivalent
employed person, and ‘work poor’ meant less than one full-time equivalent
employed person.

Agecategory, work connectedness, and Registrar General’ssocial classcould
be treated as ordinal but are regarded as categorical here. | would argue that
age category of parents is categorical in that it reflects different cohorts of
experience.

They do not need to berelatively large because of the operation of thelaw of
large numbers.

It wasterminated with the absurd abolition of the county-wide authority.
SPSSisthe Statistical Package for the Social Sciences. Thisisavailableina
variety of formats but the command examples here derive from the general
syntax employed.

Withthe system definedin locality terms. See Chapter 5 for an elaboration of
this.

The ‘New Zone' command is used within SASPAC, the package which
handles UK Population Census-derived small area statistics, to construct
measures for spaces made up of aggregates of smaller spaces. See SASPAC
handbook for details.

Type here being determined by common cluster membership asderived from
some process of numerical taxonomy.

Since| follow the definition of the 1837 Irish Royal Commission on the Poor
Law and define true unemployment in terms of the numbers of ‘those who
have not work and want it', | would usually add the total number of
‘permanently sick’ of working age to get a more redlistic count of the
unemployed, and wouldin any event always use census self-definition-based
totalswhen available instead of vastly over-cooked official counts.

NOMIS standsfor National On-line Manpower Information Service, located
inthe University of Durham.

Under SPSS hierarchical clustering procedures clustersremain in the cluster
to whichthey werefirst allocated and cannot be moved to amore appropriate
oneat alater stage. Themethod suggested here getsround this problem.
Special procedures should be used with frequency or binary as opposed to
continuousdata, but in practice simple methodsremain robust and interesting
at differentiating using even just binary data.

Morenoff and Tienda (1997) present a cluster analysis-based account of
socio-gpatial change in Chicago which is a good example of time-ordered
classification asaway of describing dynamic change. Thiswill be discussed
further in Chapter 5.

Gilbert istalking about the way in which sociol ogists characteristically infer
beyond the actual population from which they have sampled. For examplein
Byrne et al. (1985) the arguments about the relationship between housing
conditions and health are considered to be likely to exist in places other than
in Gateshead wherethestudy wascarried out. However, theforceof statistical
inference still appliesinthat therelationshipsarereally considered to existin
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Gateshead at least. In other words we still infer to the actual population
studied.

Theratio of male non-employment levelsat thesetwotimepointsis1tomore
than 3. Inother wordsitisgreater than thefirst Feigenbaum number. Scanning
data sets for changes of this sort of order in theoretically and substantively
important system descriptor variables is a good way of seeing what might
have caused system changes.

In aflat file ahierarchical data set is written as one file with all values for
higher containing levels attached to the individual cases at the lowest level,
which are contained within the higher levels.

The term ‘icon’ is obvioudy more appropriate for the kind of still
representations generated by correspondence analysis than it is for the
dynamicmovement of chaoscomputer graphics, butonly inavery literal way.

5 COMPLEX SPACES

Socia boundaries change in space over time. A very good example is
provided by the common UK operationalisation of local labour markets in
termsof Travel to Work Areas. The boundaries of these are created after each
decennial population census to describe the smallest aggregate of local
authority areas within which 80 per cent of the residential population who
work, do work, and within which 80 per cent of those who work also live.
Patterns of industrial change can change these very significantly, but that
reflectsnew social ordersin space. Theactual ground planisnot what matters.
What mattersisthe social arrangement in space.

The general population scale of such regions2 isabout 5 million. Thismakes
some smaller nation states, e.g. the Scandinavian ones, regions2 in scale.
Gender isnot asignificant spatial sorter. Sexual orientation asacomponent of
lifestyle may be, but lifestyle sorting, although of extreme interest to those
elements of the intelligentsiawho would love to be bohemians if only they
could find bohemia, is not of much significance in comparison with the
enormousimportance of classand the considerableimportance of ethnicity.
Thisterm has acquired connotations over and beyond its apparent positional
content. Wilson (1992) now employstheterm ‘ ghetto poor’ and | prefer that
of dispossessed working class— see Byrne (1995h).

Wecangoback to Bedford Fallshere. Capra, anarch modernistinmy opinion,
wascertainly abletoimaginewhat Bedford Fall swould have beenwithout the
agency of GeorgeBailey —it would havebeen Pottersville. Notethat therewas
not an infinite possible range of others just one, the other wing of the
bifurcation where George's agency had been the significant perturbation.
Warf was quite severely taken to task by the commentators on his paper (see
in particular the remarks of Short 1993). | generally agree with those
comments.

Although even here the operationalisation of Teesside as the former
Cleveland County is inexact. There are parts of North Yorkshire which are
essentially Teesside's suburbs, notably the Hambleton district in general and
Northallertonin particul ar.
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The most important democratic level abolished was the conurbation-wide
planning and co-ordination level of the Greater London and Metropolitan
Councils. Cleveland hung on for awhile because of itsanomal ous position as
an urban shire county, but it went in the end.

Teessideishere operationalised as Cleveland County.

Of course, there are essentially gendered inequalities within households and
consumption is not equal for al household members. Nevertheless it is
household membership which matters most.

For example, detailed accounts of changesin the composition of its housing
stock by form, location and tenure.

The use of that expression ‘ catchment area’, which suggest an organic link
between central urban labour markets and suburban residents, is historically
accurate. However, the development of ‘edge city’ residential and
employment zones, may mean that the suburbs no longer draininto thecity.
Fitch sardonically remarks that: ‘A focus on the Rockefeller family may
annoy academic Marxists for whom the capitalist is only the personification
of abstract capital and who believe, austerely, that any discussion of
individuals in economic analysis represents a fatal concession to populism
and empiricism’ (1993: xvii).

6 THE COMPLEX CHARACTER OF HEALTH

AND ILLNESS
Of course small size was probably a survival advantage under conditions of
trench warfare.
The two sides of the health transition, which has never been a gradual or
incremental process but hasrather involved aclear non-linear change, can be
considered as distinct attractors. The re-emergence of tuberculosis
demonstratesvery clearly that if key control parametersarereversed invalue
if extensive exclusionary poverty is allowed to re-emerge, then the health
transitionisareversible process.
The River Wear in Durham was channelled at this time and turned from a
stagnant ditchinto afast flowing stream. Theresult wasthe elimination of the
mal ariawhich the 1842 Heal th of Towns Committee had reported asaserious
problemin thetown. The reason was of coursethat theriver was now too fast
for mosquito larvae. The actual specific aetiology of malaria was not to be
discovered for another sixty years.
The very interesting Lancashire study of differential child and maternal
mortality in three industrial towns shows the enormous significance of
working-class women’s collective action in socialist politics. See Lancaster
Regionalism Group (1985).
Thegeneral issueof ecological correlationiswell discussedin Bulmer (1986).
In the northeast of England the relationship is rather more masked than it
might otherwisebe, not only by theeffectsof individua mobility in space, but
because former coalfield areas on the fringe of the Tyne Wear Conurbation
have become middle-class residential suburbs whilst retaining an elderly
population resident before gentrification, many of whose males worked in
mining. The premature mortality among that group isvery high. Nonetheless
thesocia divideisaso aheath divide.
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For example, in his discussion of the use of quantitative methods by British
sociologists, Bechhofer (1996) reviewed the journals Sociology, Work and
Employment and Sociological Review, but ignored The Sociology of Health
and llInessinwhich quantitative work of the kind exemplified by Blaxter is
strongly represented.

Lovelock’s conception of Gaia resonates pretty well absolutely with the
chaos/complexity account. See Lovel ock (1995).

In Kuhnian terms we have anormal science here, i.e. ‘a temporally specific
normal paradigm, rather than ‘the’ all embracing all timenormal science.
Now we have to have healthy cities— an example of social inflation of some
importance. Sunderland’s elites were delighted when their clapped out
industrial dump wasdesignated asa ' city’ rather than atown.

Interestingly the implications of theselimits are clearly understood by fiscal
conservativeswho seek to limit the resource demands of curative health care
systems by a reorientation of public policy towards programmes of
prevention, abeit prevention founded on the transformation of individual
behavioursrather than on thereduction of social inequalities.

Itissurprising that thereisnot an explicit turn towards Baysian methodshere.
These would alow exactly for the combination of clinical knowledge and
statistical reasoning which is endorsed by proponents of evidence-based
medicine.

Changes in the National Health Service were in the organisational forms of
delivery of health care, not inthe underlying commitment to health equity.
That word is used to signify the strength of the empirical evidence for the
following argument, which evidence is typified by the oft cited work of
Wilkinson and hisco-workers.

7 COMPLEXITY, EDUCATION AND CHANGE

The exception to thisis the devel opment in association with the programme
of visua methods based on graphical interfaces. These have considerable
potential in relation toiconographic modelling.

Particularly in relation to discussions of the formation of a separate and
disadvantaged ‘ ghetto poor’, to use Wilson's preferred terminology (1992),
although his earlier term ‘the underclass (see Wilson 1987) has wider
currency. Wilson'sreasonsfor rejecting theearlier formulation, giventheuse
made of it by New Right ideologues, are wholly persuasive.

Thisstudy hasbeen sel ected becauseitisclear and coherent. | haveagood deal
of sympathy with the objectives of the authors but | think they have got the
story wrong, in what is substantively an interesting and well done piece of
work.

GCSEs(General Certificate of Education) arethe examination taken by most
UK school children in the eleventh year of their schooling, at age 16. They
have replaced the former ‘academically-oriented” Ordinary Level
examinationwhichwasdesigned asalead into university entry when that was
aneliterouteonly.

In the UK system the minimum legal school leaving age is 16, after GCSE
exams, and thereare avariety of post-16 examinationsof which A level isthe
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most prestigious. The actual group being examined are not al children but
those who have donereasonably well at 16. GCSE performance hasfar more
social saliencethan A level for most children. Alsoit seemsodd to control for
A level score against GCSE score for only half of the entrantswhen it would
be perfectly easy to include a GCSE score as an input figure for all students.
Gray et al. (1995) have studied GCSE performance against achievement at
age1l.

Childrengenerally want to beeducated with thosethey went to primary school
with, and there are ‘ keep them away from those bloody snobs' pressures to
consider.

Catholic schoolsareallowed to admit up to 30 per cent of non-Catholic pupils
and most do so, given their differential popularity. Many parents rediscover
rather obscure Catholic antecedents when seeking schooling for their
children.

| must record my absolute agreement with the integrationist arguments of
these authors based on experience of the outcomes of ethnic (religiousrather
than racially-founded) separation in schooling in Northern Ireland and
integration in schoolingin the English city of Leicester. The benign effectsin
thelatter place are evident and outstanding.

8 COMPLEXITY AND POLICY

Ignorance of social reality extended to a profound ignorance of physical
chemistry as well. The term was meant to imply that the initial dollops of
public dosh would start a true market which could then be left to its own
devices. Catalysed reactions stop working when the catalyst isremoved!
Banksplainly usesthisterminadeliberateand informed way. Hehasread his
systemstheory.

Many of whomareperhapsbest understood ascomprador intelligentsia, inthe
way in which the comprador bourgeoisie in Maoist class analysis were that
section who did not serve the national Chinese system but instead facilitated
its looting by imperialism. In the same way these hired hands of globalising
capital, many of them, like Blair, lawyers, live from the services, both
practical and ideological, which they perform for their paymasters.

9 CONCLUSION

Of course, agood deal of the deindustrialisation of the late 1970s and early
1980sinthe UK wastheproduct of specific national policieswhich privileged
finance over industrial capital through the maintenance of a very high
exchangerate.

And universalist to boot but that is another fight and probably another book.
These binary pairs, although clearly closely related, are not synonym-based.
It is possible to be quantitative in descriptive terms without the causal
programme central to nomothetic science.
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